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1. Introduction

Disclaimer: the plans presented here are based on the current understanding of the evolution of LHCb needs in terms of simulation. The figures quoted use the current CPU and storage needs, as observed in the recent simulation production. However changes either in the software or in the software strategy may affect these possibly by large factors. As a consequence these numbers should be taken with care.

PDC model

In order to perform physics and trigger analysis, LHCb needs to simulate three types of events:

· Signal events: about 20 different channels are of interest for CP violation studies

· Background events: essentially generic events with B and c quarks (for physics studies only)

· Minimum bias events: unselected interactions (for trigger studies only)

The pile-up of events (depending on the luminosity) is taken into account at the simulation stage, i.e. possibly additional minimum biais events are superimposed to the event being generated.

In addition, due to detectors latencies, one should take into account preceding and following beam crossings that may lead to deposits in the detectors. This effect (called spill-over) is taken into account at digitisation time only, using a set of minimum bias events generated separately.

The sequence for event simulation and reconstruction is hence as follows:

· Simulation of the required event type

· Simulation of twice as many minimum bias events

· Digitisation of the events with addition of spill-over

· Full event reconstruction

As the purpose is to study in depth trigger effects, no trigger selection is applied during the process and all events are fully reconstructed and stored on mass storage.

In order to save simulation time, the spill-over events used for background simulation are used as well as minimum bias events for trigger studies.

LHCb-light and Trigger TDR’s

In their initial plans, LHCb had foreseen a massive simulation production during the course of summer 2002. As compared to previous simulation rounds, the challenge was to use a reconstruction program almost fully in C++, with a full pattern recognition, as opposed to a FORTRAN cheated pattern recognition. The output of the reconstruction consists in a fully OO DST being analysed by a fully C++ analysis program.

The aim of this production was to prepare two TDRs: one supporting a redesigned pattern of detectors with much less material (so-called LHCb-Light), and one on the first levels of trigger (L0, L1 and possibly L2).

A pre-production (3 Mevts) took place in August 2002, running mainly at equal rate in CERN and Bologna, but other centres were involved to a lesser extend. Table 1 summarizes the number of events produced in the Regional Centres (RC) and the number of CPU’s available for the production during the summer 2002.

	Institute
	# of CPU's
	speed (MHz)
	# M events summer 02 

	CERN
	400
	1000
	1.5

	Bologna
	200
	1400
	1

	Lyon
	120
	1000
	0.6

	RAL
	150
	1000
	0.1

	Cambridge
	15
	1000
	0.037

	Amsterdam/VU
	20
	1000
	0.025

	Rio
	20
	1000
	0.024

	Oxford
	10
	1000
	0.024

	Moscow
	40
	1000
	0.027

	Edinburgh
	120
	1000
	

	Liverpool
	270
	400
	

	Bristol
	20
	1000
	

	Imperial College
	100
	1000
	

	DataGrid
	20
	1000
	


Table 1 Resources and numbers of events produced by regional centers for production summer ‘02
All tables in this document can be found in a spreadsheet which is available from the web:

http://lhcb-comp.web.cern.ch/lhcb-comp/ComputingModel/datachallenges/Production.xls
The analysis of this pre-production is on its way and feedback is expected before launching the real production tentatively in February 2003. The LHCb simulation and Analysis packages (SICBMC and Brunel) will be ready on November 25th for integration and testing. A preproduction is foreseen to take place starting December 15th and running through Christmas in order to complete the testing of all procedures. A reserve of 2 weeks is foreseen between the end of this preproduction and the actual start of the production on February 5th.

All raw data files produced at CERN will be kept on mass storage. All DST files will be replicated at CERN as well, and should possibly be kept on disk to facilitate the analysis. Analysis CPU resources are very hard to estimate and the model used therein will have to be reviewed in due time when the analysis strategy is better defined. 

The required resources are listed in Table 2. A sharing 50-50% between CERN and RCs is assumed for the preproduction while a 1/3-2/3 sharing is assumed for the actual production. Several RCs already participating at a moderate rate in the August 02 production will increase their capacity and new RCs are expected to join.

	Year Quarter
	Dec 02-Jan 03
	Feb-Apr 03
	03Q2
	03Q3
	03Q4

	 
	Pre-production
	LHCb-light and trigger TDRs
	 
	Trigger L2/L3 studies
	 

	# of rec. evts (Mevts)
	 
	 
	 
	 
	 

	  Signals
	0.5
	0.5
	 
	2.0
	 

	  Backgrounds
	2.0
	15.0
	 
	20.0
	 

	  Minimum bias
	1.6
	12.0
	 
	16.0
	 

	 
	 
	 
	 
	 
	 

	Computing Power (kSI95.months)
	 
	 
	 
	 
	 

	  Simulation
	4.8
	29.6
	 
	42.0
	 

	  Reconstruction
	2.6
	16.6
	 
	23.3
	 

	      CERN    
	3.7
	15.4
	 
	21.8
	 

	                 0.8GHz.CPUs.months
	111.7
	466.3
	 
	659.5
	 

	      Outside
	3.7
	30.8
	 
	43.5
	 

	  Analysis
	 
	2.0
	6.6
	 
	12.2

	 
	 
	 
	 
	 
	 

	Storage (Tbytes)
	 
	 
	 
	 
	 

	Generated at CERN
	 
	 
	 
	 
	 

	  Raw data
	2.1
	8.8
	 
	12.5
	 

	  DST
	0.4
	1.7
	 
	2.4
	 

	Outside
	 
	 
	 
	 
	 

	  DST copied to CERN
	0.4
	3.4
	 
	4.7
	 

	DST available at CERN (disk)
	0.8
	5.1
	 
	7.1
	 

	Total storage at CERN
	2.9
	13.9
	 
	19.6
	 


Table 2 Required resources for LHCb data challenges
We used the following definition of the SI95:

	Cpu (MHz)
	si95

	25
	1

	800
	33

	1000
	40


High Level Triggers studies

In the course of 2003, LHCb plans to have another PDC for exercising the HLT scheme (Level2 and 3). Typically an increase on the number of events by a factor 2 is anticipated. It is not clear however whether a new software strategy (early triggering) would not be used and hence would modify in particular the demand on CPU resources. This would be decided only after the first PDC is ran and possibly a CDC during late spring 2003.

The table above reflects the needs in resources using the current performances.

2. Data challenge policy and procedures

Production environment

All sites participating in DC’s must download the LHCb production environment from:
http://lhcb-wdqa.web.cern.ch/lhcb-wdqa/distribution/
This contains scripts and executables. Sites must not use their own executables.

The LHCb production environment is installed from a root directory, LHCBPRODROOT, owned by the userid from which jobs are submitted and run. This directory has to be available to the running jobs through a shared file system. Once the structure is in place, updates are installed automatically. When a running job detects that the required executable is not available, it will automatically download it from the release area at CERN and install it locally. 

Job scripts are created from the web page:

http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/newmcbrunel.htm
The explanation of the fields on this page is shown in Table 3.

	Name of field on web page
	Value to choose

	Batch job queue
	CERN only, leave the default

	Nr of jobs you want to run
	# of events required/500

	runtype
	RAWH2 for normal luminosity

	Nr of events
	Usually 500

	mccentre
	Choose the name of your regional center

	eventtype
	Channel you want to generate

	Sicb version
	Choose the required version of SICBMC 

	Database
	Choose the required version of the detector database (cdf files)

	Decays version
	Refers to the released value of geant cards for the selected channel, usually the default

	Brunel version
	Choose the required version of Brunel

	XMLDDB
	Chose the required version of the XML database

	Histograms
	Flag to select quality checking histograms, leave default

	Spillover
	Flag to select spillover or not, leave default

	Reuse spillover in same job
	Flag to reconstruct a minimum bias dataset from the datasets generated for spillover


Table 3 Explanation of fields on job submit web page
 If there is no AFS access from CERN to the remote center, the servlet 

/afs/cern.ch/user/e/evh/public/GRID/productiontools/newmcbrunel.java

will have to be run on a local webserver. Log files will have to be made available via a local webserver.

Scripts created via the web page are submitted through the mc control environment. This is downloaded from:

http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/mccontrol_v1r13.zip
Policy

Three types of production jobs exist: mbias, bb-bar or cc-bar inclusive, signal.

The number of spillover events is calculated in the same way as for pileup. Table 4 shows the number of minimum bias events that are added to minimum bias and signal events respectively.

	Spillover
	mean
	Events generated for spillover

	mbias
	1.38
	1.5

	signal
	1.68
	2


Table 4 The number of events required for spillover
1. A signal job is composed of 4 steps: generation of signal RAWH2 dataset, generation of 2 mbias RAWH2 datasets for spillover, reconstruction of the RAWH2 signal dataset. The RAWH2 mbias datasets are not reused. The RAWH2 files are not transferred to CERN but may be kept locally, in which case they may be reused later for reprocessing. The job submission web page is filled in as explained in Table 3.

2. A bb-bar or cc-bar inclusive job is composed of 4 steps: generation of bb-bar or cc-bar RAWH2 dataset, generation of 2 mbias RAWH2 datasets for spillover, reconstruction of the bb-bar or cc-bar OODST2 dataset. The RAWH2 files are not transferred to CERN but may be kept locally, in which case they may be reused later for reprocessing.  The job submission web page is filled in as explained in Table 3. If the field “reuse spillover datasets in the same job” is set to “yes” an extra step is added, one of the minimum bias datasets is reconstructed using the other as spillover dataset. 

3. By selecting the version of SICBMC or Brunel to be “none”, the generation or reconstruction steps will be skipped.

Some sites have restrictions on the length of a job, and so will only do one step per job. A tool which will select datasets from the bookkeeping database for reconstruction is under development. This tool will also be useful for reprocessing.

3. Production plan and schedule

Schedule

Oct 14th - Detector design and SICBMC development ends
Nov 22nd - All software improvement should end

Nov 22nd - Dec 16th  - Brunel final commissioning

Dec 16th – Jan 13th - Pre-production run (~3 Mevents at full capacity)

Jan 8th – Jan 27th - Data quality tests

Jan 22nd  - Feb 4th - Prepare production version

Feb 4th - May 4th - Final MC production (~9M events at full capacity)

Sept 9th - TDR submission (LHCb light, Trigger)
Initial tests

SICBMC and Brunel should be ready on 25 November for integration and testing. Sites should ensure the correct LHCb environment is installed and works.

Preproduction

A sharing of 50%-50% is assumed between CERN and outside centers.

Schedule: dec 16th 2002 – jan 13th 2003

Total # of reconstructed events required: 4.1 M. Keep all RAWH2 remotely, keep RAWH2 produced at CERN, transfer OODST2 to CERN.

	Institute
	# of CPU's
	speed (MHz)
	# M events Dec 02-Jan 03 (estimated)
	Tb storage (estimated)

	CERN
	400
	1000
	2.05
	2.91

	Bologna
	110
	1000, 1400
	0.73
	0.89

	Lyon
	120
	1000
	0.62
	0.76

	RAL
	150
	1000
	0.77
	0.94

	Cambridge
	10
	1000, 2000
	0.08
	0.09

	Amsterdam/VU
	20
	866
	0.09
	0.11

	Rio
	20
	1000
	0.10
	0.13

	Oxford
	10
	1000
	0.05
	0.06

	Moscow
	62
	550, 933
	0.28
	0.34

	Edinburgh
	120
	1000
	0.62
	0.76

	Liverpool
	270
	400
	0.55
	0.68

	Bristol
	20
	1000
	0.10
	0.13

	Barcelona
	9
	2000
	0.09
	0.11

	Karlsruhe
	45
	1000, 1200, 2200
	0.36
	0.44

	Imperial College
	100
	2000
	1.03
	1.26

	DataGrid
	20
	1000
	0.10
	0.13

	Total
	
	
	7.6
	9.7


Table 5 Preproduction targets. Estimated production time: 0.3 months.
Real production

A sharing of 1/3-2/3 is assumed between CERN and outside centers.

Schedule: Feb 4th 2003 – May 4th
Total number of reconstructed events required 27 M.

Keep all RAWH2 remotely, keep RAWH2 produced at CERN at CERN, transfer OODST2 to CERN.

	Institute
	# of CPU's
	speed (MHz)
	# M events Feb-Apr 03 (estimated)
	Tb storage (estimated)

	CERN
	400
	1000
	9.17
	13.89

	Bologna
	110
	1000, 1400
	6.51
	7.445

	Lyon
	120
	1000
	5.5
	6.295

	RAL
	150
	1000
	6.88
	7.86

	Cambridge
	10
	1000, 2000
	0.68
	0.79

	Amsterdam/VU
	20
	866
	0.79
	0.91

	Rio
	20
	1000
	0.93
	1.05

	Oxford
	10
	1000
	0.46
	0.52

	Moscow
	62
	550, 933
	2.51
	2.87

	Edinburgh
	120
	1000
	5.5
	6.29

	Liverpool
	270
	400
	4.95
	5.66

	Bristol
	20
	1000
	0.92
	1.05

	Barcelona
	9
	2000
	0.41
	0.94

	Karlsruhe
	45
	1000, 1200, 2200
	3.22
	3.68

	Imperial College
	100
	2000
	9.17
	10.48

	DataGrid
	20
	1000
	0.927
	1.048

	Total
	
	
	58.50
	70.708


Table 6 Production targets feb 2003 – may 2003. Estimated time: 1.2 months.
4. Analysis

How will it be done?

5. Development and deployment plan for new tools

Job submission

The new jobsubmission system is described in http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/LCG1.doc 

It will be deployed in production during the preproduction of dec 16 2002 – jan 15 2003.

Reprocessing

Reprocessing is a special workflow. It should be implemented via a tool that interacts with the bookkeeping database (to see which datasets need to be repreocessed), the production database (to create entries corresponding to the reprocessing production) and the job submission system (currently only one workflow is implemented).

Bookkeeping database

The new bookkeeping database is in place and it will be tested during the production feb-april 2003.

Configuration database

The configuration database exists, tools to add configurations will be tested after the feb-april 2003 production. Then the tools to launch submissions will have to be modified to use these configurations.

Production database

The production database exists, but only one workflow is implemented. Tools need to be developed that allow implementation of other workflows, such as reprocessing. The job submission system needs to be adapted for these workflows. This work is ongoing but results are not anticipated before 2004.

Monitoring and control

Monitoring and control is done partly via a web interface to the production database. The PVSS tool allows monitoring of the jobs in real time. The PVSS system needs to be adapted to the new system and to be made production strength. This is ongoing work and results are anticipated by the summer of 2003.

6. Relationship between LCG and the Grid

7. Milestones 2004/2005

Geant 4 tests

New algorithms

CDC tests of Grid, LCG-1
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