Jan 12 2000

Dear All,

Please find below the text of a message sent to Harvey Newman prior to Marseille. It represented an LHCb reply to a questionnaire requesting our general thinking about data processing.

I have updated some of the text based on recent comments from Gloria et al.

The table at the end (again updated) represents our best current knowledge about target storage and CPU needs. (of course for the CPU no one knows, since the new s/w does not exist yet. So we use measurements with current s/w).

Another factor that will affect our estimates is the distribution of the even tagging s/w. i.e how much will be in the reconstruction, how much in the group analysis, and how much in the user analysis.

  Cheers

    Frank

------------------------------------------------------------------------------------------------------------                                                  

                                                      Sep 23 1999

Dear Harvey,

Firstly I will give you an overview of the current thinking in LHCb with respect to our computing model, together with some of the key parameters (event size, CPU estimates). We will be updating our 'Computer Model' document after Marseille in the light of our current review of how we do our computing for key physics channels. This analysis includes an assessment of our MC needs.

All of this is very preliminary, and brainstorming is currently going on. We look forward to Marseille as a valuable source of input to these discussions.

 Secondly we make best efforts to answer your questionnaire. In respect to this it should be mentioned that the role and scope of RCs for LHCb is very much an open question, though there are obvious candidates for us (e.g RAL,IN2P3...). There is general agreement that resources outside CERN will be used for MC generation. For example the facility at Liverpool University which has just been installed and is starting production. In addition we are thinking that RCs could support user  analysis. This would then require mirroring the group selections to AODs to the RCs.  On balance our thinking is not to store bulk raw and reconstructed data at RCs. This is subject to review depending on the developing demands of the physics analysis groups. Certainly they will want access to raw and ESD data for relatively small samples from time to time.

For your ease of reference I have made a table of key parameters after the reply to the questionnaire.

Best Regards

      Frank 

 Current Thinking on LHCb Computing Model

1. Event Sizes and Storage Requirements

  Event Sizes(KB)

                           REAL                              MC

              RAW          100                               200

              Reconstr      70                               140

              AOD           10                                10          

  Numbers of events/yr

            2*10**9  REAL         2*10**8   MC (?)

  Storage Needs/yr

             .4 PB   REAL          .1 PB     MC

2. CPU Unit Estimates (based on current s/w + some extrapolation)

* Simulation(up to hit generation)         2000 SI95

* Reconstruction                           800 SI95

* Group Analysis Selection                   10 SI95 (?)

* User Analysis Selection                    10 SI95  (?)      

3. Some Current thinking on patterns of processing 

· Reconstruction

 We foresee to do all bulk reconstructions at CERN

· * Frequency    quasi real time + 1 or 2 reprocessings in a year

· * Input         2*10**9 raw events   .2 PB

· * Output        2*10**9 recon evs    .14 PB   +  Global Tags ( ?flag 10% useful) 

· Groups and group analyses(selection of group sample for N(?5) physics channels)

The input ESD information would be stored at CERN. The output AOD information could be mirrored to RCs.

· * Number of groups             10 (this is guesswork..)

· * Av members                   15     "

· * Freq of group selection       1/month

· * Input to group selection      2*10**8  ESD (the events marked as useful by global tagging) + equivalent MC sample

· * Output  AOD                       ~10**6 events (real and MC)  for typical channel of interest (e.g. B to PI-PI)

· * Size of AOD (to be designed)      ~10 KB

· User analyses (creation of Ntuples)

This could be done at CERN or at RCs then sending the Ntuples to the physicist desktop.

· * Total number of active analysts     150

· * Frequency of a user processing of group sample      1/week

· * Input        ~5*10**6 event AOD (real and MC)

· * Output        Ntuple for transport to desk top

· * Size/ntuple   1 kbyte

                REPLY to QUESTIONNAIRE

o Personnel and Analysis --

Q   How many physicists and institutes are in your collaboration ?

       (For LHC experiments: how many are estimated for 2005) ?

A  ~ 50 institutes    ~ 150 active on physics analysis

Q   How many physicists do you expect to accessing data

        from CERN on average ? Peak ?

A   Average  20   Peak  50

Q  If you forsee having Regional Centres in your experiment,

        how many physicists do you forsee being served by each

        major centre ?

A   There are possibilities for regional centres in UK,France,Germany and    

  Italy(though this is very much an open question). Taking UK as an example, an    RC would service 20-30 physicists.

Q How much data do you forsee the average physicist accessing,

       per hour and per day for

· Re-reconstruction

· Event selection

· analysis

A  Once a day (at intensive working periods) need access to group sample for creation of new Ntuple. I.e. access to ~10**6*10 KB (for real and MC data)

= ~ 20 GB. This could be done after a days work on previous Ntuple data,

with the expectation of turnaround of a few hours.

Locally the physicist is typically working on his Ntuple sample (~2 GB) at his desktop.

 Q Which aspects of the analysis do you forsee to take place

· At CERN

· At Regional Centres

· On desktops ?

 A

· CERN   Physics group selection, AND user selection

· RCs    Could do user selection to Ntuples

· Desktops     Ntuple analysis

   o Networks and Data Throughput ("Bandwidth") Requirements
     ________________________________________________________

Q  What do you think is the average throughput and peak throughput

     over networks needed to support the analysis of a single

     physicist based

· Outside of CERN

· At CERN

* 

A   Taking the main application of user selection from the group sample then the requirement on networking will be to support the delivery of the Ntuples to the user at his desktop. One assumes that the input to the selection processing is over dedicated high performance communications linking the large AOD samples to the processing, either at an RC or at CERN. Somewhat arbitrarily taking a turnaround of 3 hours(10,000 sec) we obtain an average input bandwidth requirement of 5 MB/s, and an average output bandwidth requirement of .5 MB/s. The latter will be over networking linking CERN or the RC to the physicist at this desktop. The former is a local requirement for the configurations at CERN or the RC.

Q       As above, what is the throughput needed over networks

       for these group-oriented activities related to analysis:

          -- Event mirroring following production reconstruction

          -- Re-reconstruction of events (with new calibrations or

                new reconstruction software releases)

          -- Calibration distribution

          -- remote collaboration

          -- Other (please specify)

   A  ? Not applicable if all reconstruction done at CERN

   o Data Storage and Access

   _______________________

   Q How do you forsee to organize, store and access your data for

         -- reconstruction   ?

         -- analysis         ?

     Please give data volumes forseen to be stored at CERN (and

     at Regional Centres) on disk and tape. Mention whether users

     will directly access data on tape, stage in files, use an

     Object Database or another database to manage data.

   A  Reconstructed data will be stored at CERN (.14 PB year).

       AOD data (~1-10 TB) can be stored at CERN and mirrored to RCs.

       We hope that details of access to AOD data will be transparent to users.

   Q   ==> If using an Object Database, describe how persistent

           objects will be managed, i.e. how transparent will

           users' access to persistent objects be ?

       ==> Will users be explicitly aware of, and accommodate,

           potential long latencies in access or delivering data

           (from tape and/or over networks); If not done

           manually (i.e. just waiting), how will such long

           latencies be accommodated ?

       ==> Will there be automated

           or semiautomated means of optimizing access to the data,

           and if so please describe how they will be implemented.

___A  We are planning to use OO databases. We hope that for accessing AOD data(this being the major user need) the user/programmer interface is very friendly, and performance is such that latency is not a problem.! If the user (exceptionally) needs to get hold of raw or ESD data then perhaps special procedures need to be defined to give an acceptable user interface.

Summary of key parameters for LHCb computing model

EVENT SIZES and STORAGE REQUIREMENTS


COMMENTS


REAL DATA
MC DATA


Event Size (KB)




Raw Data
100
200


Reconstr(ESD)
70
140


Analysis Data(AOD)
10
10


Events/year
2*10**9
2*10**8 (?)
Needs for MC data being analysed

Storage/year (PB)
~ .4
~ .1







CPU ESTIMATES(SI95)









Simulation (to hit generation)

2000


Reconstruction
800
800


Group Selection
10(?)
10(?)
Analysis s/w being designed. Important question is distn of tagging logic

User Selection
10(?)
10(?)
 As above…






PATTERNS of PROCESSING









Reconstruction




Frequency of reprocessing           
1-2(?)/year
1-2(?)/year
Reconstruction will be done quasi real-time, and reprocessings done when calibrations etc. are well known

No of Input events 
2*10**9
 2*10**8





Reconstruction will produce tags. The level of tagging at this stage is being defined. It is hoped(expected)  that some level of global tagging can reduce the job for later group selections

Group Analyses




Number of physics groups
~10

The LHCb physics group organisation is being defined now. The number given is indicative

Channels/group
~5

As above

Physicists/group
~15

As above……

Frequency of group selections
1/month



Input ESD events
~2*10**8 
 ~2*10**8 
The hope is that global tagging performed by reconstruction will reduce the sample for serious group selection computing

Output AOD events
~10**6 per channel
~10**6 per channel







User Analyses




Number of active physics analysts
~150



Frequency of user processing of group sample
1/week



Input (AOD)
~5*10**6
~5*10**6


Output Ntuples
~10**6
~10**6
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