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Introduction

We propose the current LHCb distributed MC production system as a short term use case for developing,  in an incremental fashion , essential components of the Datagrid software.  We firstly present an overview of this system and its working environment and geographical distribution,  including current and planned  developments in 2001. We then itemise the major requirements with some indication of priority. The current draft includes technical information relating to the current system to faciliitate understanding of the requirements.l 

As an appendix to these notes we summarise the possible impact of GRID software under 3 headings

a) Summary of hoped for improvements

b) Problems that GRID systems by themselves cannot address

c) Discussion on current complexity of accessing facilities for running the production system (authentication and authorisation)

The LHCb MC production system and its working environment
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The LHCb MC production system (SICB) has the following components (as illustrated in the above schematic):

1) Job submission system

2) Job scripts running the SICB executables

3) Temporary and/or mass storage of output datasets

4) Copying of data onto tape at CERN

5) Bookkeeping (meta) data base

The current LHCb Monte Carlo code ("SICBMC") is Fortran based, and uses Pythia 6.134 and QQ to generate events, and Geant 3.1 to track them through the detector. Events are written out in the form of Zebra banks. The reconstruction program ("SICBDST") is also Fortran based.

A transition to OO software is foreseen  , but this should be transparent to our usage of the GRID.

Our Monte Carlo code changes frequently so it is more convenient to do the steering  of the MC production through scripts rather than modify code. We anticipate finding this most convenient in the longer term as well.  

The current LHCb MC production  uses facilities at CERN, RAL, IN2P3(Lyon) and Liverpool. It is planned to extend this to Nikhef , INFN/Bologna  and Glasgow/Edinburgh in 2001.

Current event sizes are of the order of ~1 MB, and the current maximum rate for event production is at Liverpool (300 PC farm), which can produce  ~ 1 event/second. 

The two Windows NT farms that LHCb uses (at CERN and at RAL) will close in february 2001, and from that time LHCb will only use Linux for MC production. We have left points relevant to Windows NT in here because it does raise some points that should be remembered. Also, there still is some talk in the  LHCbcollaboration of using Windows as our second platform, so although support for Windows is not an immediate issue it may become one.

Global requirement 1:

The  DATAGRID middleware should be callable from (in order of priority):

1. The Linux command prompt

2. Shell scripts

3. Java programs (i.e. as a java class library)

4. C++ programs (i.e. as a C++ class library)
Global requirement 2:

 A working , standard, supported Globus installation kit  should be available available to all of our  centres as part of the Testbed environment
a) Job submission system

The LHCb MC jobs are submitted via a Web page. Currently we need to have one Web server per farm. With a working Globus installation, we would only need 1. 

The production manager fills out a form containing information such as:

· the number of jobs to be run (an arbitrary maximum of 200 per time the web page is filled out)

· the type of event to be generated

· the number of events (we usually submit jobs generating 500 events at  time)

· the batch queue (our jobs run from half a day to 3-4 weeks)

· kinematical parameters

· version number of the executable and detector database to be used.

A Java "servlet" program running on Windows NT generates the required job scripts and submits the jobs to PCSF. The web server submitting the jobs is registered with PCSF, and the jobs are submitted via the EVH account, which is authorized to run on PCSF. The web server is visible from outside CERN, so jobs can be submitted remotely. The password is transmitted through the Web page. Security aspects of PCSF are strict (the machine where jobs are submitted from has to be registered with PCSF as well as the Novell userid of the person submitting the jobs). The web server has to be run under the administrator account, and a special purpose command (written by a student) called "csu" has to be used to fake a Novell account for PCSF. At RAL things are not so restrictive, since we do not  need a Novell account, but their webserver is not visible from the outside, so jobs can't be submitted from CERN at RAL. The absence of AFS on PCSF also makes life much harder, as all files (executables!) need to copied before you can run.

Similar "servlets" run also on Linux, again under the EVH account, but , because of security reasons, the  token has to be automatically refreshed using the reauth command. Things are marginally easier than on NT, because  the "rsh" command can be used to give commands to run on other machines (rsh does not work on NT - AFS was modified so it doesn't work). As the CERN central webservice does not cater for people running their own servlets, an AFS token is required,  this must be done on a private Apache Web server.

At Lyon CCIN2P3 and RAL we will be able to copy exactly this architecture, and we will be able to access the web server from CERN. 

At Liverpool, the jobs are always the same (except for the random number seeds); we therefore do not yet have the  need to submit the jobs via a Web page.

Global requirement 3:

The testbeds participating in DATAGRID should have a "public" webserver available from which the GRID facilities are reachable (e.g. LSF, PCSF, HPSS, AFS, CASTOR, SHIFT, ORACLE etc.), preferably without additional authentication.
Global Requirement  4(security):

The Datagrid should set up a mechanism whereby the necessary accounts for a user can be set up on all of the testbed sites via a single request. Similarly, a single certificate should be necessary to utilise the entire testbed , and sites should be configured to accept the certificates of all the participating certificate authorities so that access to the grid is transparent to the user.

b) Job scripts running the sicb executables
Requirement (job scripting language):

A common scripting language should be supported across the Datagrid, and Perl or Python are the LHCb preferred choice for a Linuonly environment.

Requirement (security): 

as our jobs can run for a great length of time (several weeks) so we need lasting security tokens for all resources that the job may access during this time. 12 hours is not enough.

The job scripts that are sent to the farms do the following tasks:

· set up the environment variables required by the MC executable

· copy the executable and the database from a centrally accessible place

· copy data cards (containing unique random number seeds) from the Web server

· run the executable and copy the job log  to the web (advantage of NT: we use the exact same statically linked executable at CERN and RAL. For Linux we try to use the same, but sometimes need to recompile. For themoment all recompilations are done by the production team at CERN.)

· stageout the output datafile on shd18 (the LHCb "shift" computer) (NTonly, on Linux you can do a stagealloc to get a link to a file on shd18, and the MC executable will write directly onto shd18 without the need for copying)

· copy the data from shd18 to tape (for data generated outside CERN. For data from RAL, another servlet is called that executes a program running on shd18 that fetches the data from RAL using the optimized "tape" filetransfer program)

· update the bookkeeping database (for all systems. A Java servlet is called using the Oracle sql classes.)

In fact, the last three items are done by a separate Java program that is called at the end of the script, so the batch job can terminate before the data manipulation has been terminated. The next available tapeslot

(vol ser and sequence nr) is found by interrogating a small tape database using another java servlet. If the final stageout is not succesful, the tapeslot is given back to the system. Many jobs can write their output simultaneously without having to wait for each other to terminate.

Errors with the staging system come in bursts - when it happens, all jobs crash - a catastrophe. This is not easy to foresee,and a lot of work is needed to clean up the mess afterwards. During Christmas 2000, LHCb was fortunate enough to be able to have LXBATCH queues routed to the event filter farm. This meant that we could run up to 200 jobs simultaneously - and the resulting traffic caused such heavy demands on the SHIFT system that it crashed. 

c) Temporary and/or mass storage of output datasets

The size of our datasets is between 0.5 and 1.5 Gbytes (500 events). For jobs that do generation as well as reconstruction, as well as pileup, there can be three datasets requiring of the order of 3 Gbytes of disk space.

At CERN data gets copied more or less directly from the disk where the jobs run onto tape (PCSF -> shd18 -> tape, on linux only shd18 -> tape). The shd18 "shift" computer is used as a temporary "mass storage" buffer .

At RAL data gets copied via the tape command from their PCSF to the RAL data store. Then a servlet at CERN gets notified of its existence, and the data gets copied once again to shd18 and onto tape. The filename of the dataset in the RAL datastore gets added to the bookkeeping database so it can be found back. At RAL, there is a restriction of 6 characters for the length of the filename on the mass storage device.

At Liverpool the data gets copied from the MAP "slave" nodes onto the Compass "master" nodes at the end of the job. Although the MAP nodes themselves have lots of disk space (20 Gbytes), the Compass nodes only have 50 Gbytes, that has to receive the output of the 300 nodes simultaneously. This puts a severe limit on the number of events per run. In practice, for Mini dst2 production, we get 300 datasets of around 20 Mbytes (containing about 20 events each) per run. Since our MC program cannot read more than one input file from disk at a time, unless the dataset is added to the bookkeeping database and resides on tape at CERN, we need to copy the small datasets to CERN. We wrote a  Perl script to do this. Then we run 10 sicb jobs to make 10 datasets of around 500 events each. The 300 intermediate entries are removed from the database and replaced by the 10 bigger ones. 

Requirement (access to mass storage): 

the middleware giving us access to mass storage should be robust enough to handle many tens of simultaneous requests (today, in future growing to thousands of simultaneous requests). In case of error the system should interact with the batch facility and automatically put jobs in hold until the problem is fixed.

Requirement (access to mass storage): 

the identification of files on the mass store should be possible via a hierarchical path and filenames of arbitrary length.

d) Copying of data onto tape

This should be transparent all over the GRID, not only at CERN where CASTOR exists.

Requirement (access to mass storage): 

There should be a common API used to read and write data at every site. In addition, there should be a common set of commands to move data locally and over the network.

Requirement  (Fast Data Transfer/Replication) :

A standard mechanism is required for transferring/replicating datasets over the Datagrid employing the fastest possible techniques (e.g. parallel transfers). Any data transfer mechanism should be robust and have the ability to recover from errors and transmission breaks.

e) Bookkeeping (meta) data base

Our bookkeeping database is an Oracle database on the central CERN Oracle service. Our Monte Carlo program queries the database which only knows about data on tape at CERN. It can be run with disk files (one at a time) without using the database. The database knows about files at RAL, but the system has not been modified so that it could be replicated at RAL and used with the data stored there.

Requirement (meta data base): 

The meta data base should be distributed (i.e. as soon as it is updated somewhere, the whole GRID knows about it). It should be integrated with the job submission system so that when an input dataset is required, the job submission system sends the script to where the data resides. It should have similar performance and accessibility as Oracle. Relational database technology suffices.

APPENDIX

Summary of thoughts on how the  GRID could improve our production system

The GRID could make a significant improvement to our MC production system as we would be able to control all jobsubmission centrally, the job scripts would become standard, authentication might become simpler and eventually we might be able to move to a Monarc architecture where data is kept and analysed at Tier 1 centres instead of being sent back to CERN.

We hope that authorised experiment members  will have a single HEP account that will permit to access resources on the GRID (within the constraints of a scheduling and authorisation  system ) automatically. We also hope that  a simple system will be set in  place for authentication and authorisation.

What we don't expect from the GRID

We do not expect the GRID to sort out unreliable hardware for us, although it should help with monitoring and error detection. We do not expect the GRID to control batch or other resources. We do not expect the GRID to replace the operating system. We do not expect the GRID to provide a database.

Some thoughts on  authentication and authorisation

This is a very high priority area for LHCb.  We very much hope GRID activities can help with the existing complexity in this area.  To illustrate this,  to run our distributed MC production, we need the following accounts and system facilities enabled:

For CERN, Windows NT:

· Novell account (evh)

· 2 home directories. We need a central one for PCSF, and one for writing job logs to an area on our webserver

· The PC must be “registered” with PCSF, and coupled to the Novell account evh

· The webserver (NT) running servlets (can't do this on central IT with the provided web service) as administrotor, but csu-ing to userid evh for job submission

· shift account (evh) to write output to tape

For CERN, Linux batch:

· afs account (evh), jobs copy logs to a web area on afs

· shift account evh

· castor account evh

· lhcb_prod lsf batch queue for userid evh on lxbatch
· account evh on pclhcb28 (private web server for servlets, can't do this on IT server)

· linux web server (servlet runner) runs under evh, needs to get afs token in order to be able to submit jobs on lxbatch and execute commands on shd18 via rsh (use reauth to get token every hour)

· account evh on shd18, for issuing rsh stage and castor commands from servlets

For Lyon:

· account evh on ccin2p3
· public web server enabled for user evh

· hpss enabled for evh

· batch  queue accessible to userid evh

For RAL:

· account evh on CSF

· register user evh for the RAL datastore to allow to read & write data

· to run jobs at RAL: etc.etc.
It seems that every laboratory has strict rules about who can use what facilities, and as for MC production you typically need all facilities, you canend up with 7 or 8 accounts at each centre.

It is hoped that the GRID authentication and authorisation software will simplify and rationalise all of this, and not add to existing complexity.
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