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ALICE
• Special purpose experiment to study physics of strongly

ter at extreme energy densities. New phase of matter ->
plasma

• Heavy ion (Pb-Pb, Ca-Ca) collisions

• Equivalent of 274M channels

• L0 accept rate: 1.3 kHz (Pb-Pb & Ca-Ca) @ 10 27, 1.2 k

• L1 accept rate: 1.1 kHz (Pb-Pb, Ca-Ca)

• Event size: 500 kB (p-p), 67 MB (Pb-Pb - Central)

• Event building bandwidth: ~ 3 GB/s

• Pb-Pb L2 rate: 50 Hz - Central & min. bias, 1 kHz - Dimu
lectron

• L3 accept rate: ~as above: factor 2 data compression + 

• L2 + L3 cpu power: 2.10 6 MIPS

• Data rate to storage: 100 -> 1,250 MB/s
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Event Filter F arm - ALICE
• Data compression on all data (lossless, must work on da

• Originally, no trigger decision after L2 was planned - but
physics rates -> introduction of new TRD detector, highe
occupancy + increase of TPC data volume

• Storage capacity max. limit of 1.25 GB/s but event buildin
GB/s

• -> Partial readout & filter: Identify TPC sectors containin
cated by TRD) & execute trigger algorithm ... select track
sion -> factor 10 for di-electron triggers ... ‘realistic’

• -> Reduce total (largely TPC) data volume (~67 MB/even
events) by online reconstruction - factor of 5 on central t
tious’

• No specific EFF developments done yet





ATLAS
• General purpose p-p detector

• 150M channels

• L1 accept rate: 100 kHz -> readout

• L2 accept rate: 1 kHz

• Event size: 1 MB

• Event building bandwidth: 1 GB/s

• L3 accept rate: ~100 Hz

• L2 + L3 cpu power: > 2.10 6 MIPS

• Data rate to storage: 100 MB/s
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Event Filter F arm - ATLAS
• Event filtering

• Reduction of rate from LVL2 output of ~1 kHz to ~ 100 H

• Online ‘full’ detector monitoring

• Online physics monitoring

• Calibration procedures

Developments - A TLAS
• 3 small prototypes built

- Commodity PCs (Dual Pentium II), fast ethernet switc

- HP 4 cpu SMP (HP-UX)

- Pentium quads (Linux)

• Single software design for dataflow - different implement
proc comms level

• Monitoring & Control prototype using Java agents

• Running realistic ATLAS offline code
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• Tests done in IT on PCSF (~15 bi-nodes)
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CMS
• General purpose p-p detector

• 98M channels

• L1 accept rate: 100 kHz -> readout

• Full event size: 1 MB

• Readout network bandwidth: 60 GB/s

• EF accept rate: ~100Hz

• EF cpu power: 5.10 6 MIPS

• Data rate to storage: 100 MB/s







 Hz
Event Filter F arm - CMS
• ‘LVL2’ triggering + Event filtering - multi-level process

• Reduction of rate from LVL1 output of ~100 kHz to ~ 100

• Full events only built at ~ 100 Hz

• Online ‘full’ detector monitoring

• Online physics monitoring

• Calibration procedures
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LHCb
• Special purpose experiment to measure precisely CP vio

ters in the b b system

• Single arm spectrometer with one dipole

• 0.9M channels

• L0 accept rate: 1 MHz

• L1 accept rate: 40 kHz -> readout

• Event size: 100 kB

• Event building bandwidth: 4 GB/s

• L2 accept rate: ~5 kHz

• L3 accept rate: ~200 Hz

• L2 + L3 cpu power: 2.10 6 MIPS

• Data rate to storage: 20 MB/s
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Event Filter F arm - LHCb
• LVL2 + LVL3 triggering

• Reduction of rate from LVL1 output of ~40 kHz t o ~ 5
200 Hz (LVL3)

• Special triggering challenges: inelastic p-p interactions &
mesons very similar -> very complex trigger algorithms

• Online ‘full’ detector monitoring

• Online physics monitoring

• Calibration procedures

No specific EFF developments done yet
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Conc lusions
• All 4 LHC experiments have need of an Event Filter Farm

• Although the T/DAQ architectural details of the 4 experim
ent, the requirements on the Filter Farm itself are very s

• All four experiments envisage full output of selected eve

• All 4 experiments are ‘watching technology’ and relying o
trends in technology to continue

• The mechanics of the Filter Farm in all four cases will be
not identical

• => The LCB EFF seems the right way to go ... should be
ported & encouraged at the highest levels

• All e xperiments are rel ying on the LCB EFF pr oject to
major input f or their EFF
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