In conclusion it should be noted that most of the development was done on simulation only. After receiving the reference platform less then 2 weeks were needed to adapt the code to the hardware (mostly of the boot sequence), to measure the performance, including writing a dedicated firmware for the traffic generating NICs.
Appendix A. Event-Building R&D Studies

This appendix gives an overview over the studies that have been carried out in the area of event-building.

The first two sections will deal with candidate technologies for implanting the Readout Network, wile the last two will describe the investigations concerning the network topologies and the possibilities for performing the final event-building.

A.1 Myrinet Studies (Beat)

Myrinet [16] is a network technology mainly used for implementing low-latency communications between computers. It features

· 1.28 Gb/s (2.0 Gb/s in Myrinet 2000) point-to-point link speed

· Full Duplex links with Xon/Xoff Flow Control

· Programmable NICs

· Non-Blocking cross-bar switch chip (up to 16 ports)

The main attraction of Myrinet is the very low cost of the individual switch port, compared to e.g. Gigabit Ethernet.

We have studies the performance of Myrinet practically, by connecting two PCs with Myrinet cards together and found that the specifications were met.

Subsequently we performed simulations with large network configurations (up to 128x128 ports, Banyan topology). The results were published [FIXME]. The main result of these simulations is, that Myrinet, due to the lack of buffering in the switches, suffers from Head-of-Line blocking, i.e. local congestion somewhere in the composite switching network will prevent transfers out of the NIC, even only somewhere a congested internal connection is used. This leads to a unfavourable scaling behaviour as can be seen in Figure 32.
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Figure 1  Simulation Results of various configurations of Myrinet Networks (8x8 to 128x128 ports) composed of 8x8-port switches, arranged in a Banyan toplogy. The two curves represent the results with and without FIFO buffers between layers of switches.

This imperfect scaling behaviour could only be corrected wither by adding intermediate buffers in form of FIFOs. This would imply designing and building custom hardware. More detailed descriptions of these studies can be found in [FIXME]. Myrinet will only be a backup solution in case an implementation of the event-building sub-system with GbEthernet should face insurmountable problems.

A.2 Gigabit Ethernet Studies

The reasons for adopting Gigabit Ethernet as the basic network technology for the Readout Network (RN) in LHCb have been explained in section [[FIXME]].

Gigabit Ethernet is a connectionless, full-duplex, point-to-point protocol, see refs. [15] and [17]. The RN is therefore implemented as N x M fully connected switching network, where N is the number of RU (data sources) and M the number of Subfarm Controllers (data sinks).

The basic architecture of the LHCb DAQ system is a pure push-through protocol. Each source sends as soon as it can. Data flows asynchronously from layer to layer. There is no lateral communication and also no "Event Manager"-like, central, orchestrating entity. The system is therefore almost perfectly scalable laterally at the top (RUs) and bottom (SFCs). The one exception is the switch itself. This is one, single central element, whose performance and behaviour determines critically the performance of the system as a whole.

A Gigabit Ethernet switch of this size is an expensive high-end device, on which the following requirements are put:

1) It must provide a non-blocking, wire-speed switching fabric (This is fulfilled by basically all commercially available switches).

2) It must be capable of coping with the specific traffic pattern imposed by our architecture. Usually all fragments of an event will arrive in a rather short time interval. Sufficient buffering, or some sort of flow control must be in place to avoid packet loss.

3) Packet loss must be limited to a very low rate, say 10-12. If it happens at all this must be logged.

Wither a switch fulfils this specific properties is difficult to judge from the information’s, which are usually available for commercial products. They depend strongly on the architecture of the switching fabric (packet switching, cross bar), the speed of the back plane, the buffer-size and architecture (output-, input- or central queuing) and the firmware.

To investigate the suitability of a given switch and extract necessary parameters for input in the simulation of the Readout Network (c.f. section Error! Reference source not found.) a test set-up was devised. A simple model for a switch was devised as follows: A switch consists of a backplane, with a certain speed and associated latency and several line-cards ("blades") equipped with a number of ports. The ports have a certain amount of possibly shared input- and output- buffer memory. Switching of packets is either done directly on the line-card with certain latency, or via the back plane, with a different latency.

The parameters in this model are the latencies for switching a byte, the amount of memory and whether the switch is non-blocking. The measurements of these parameters were done by sending packets through switch from NIC to NIC and back. These so-called "ping-pong" measurements use the internal clock of the sending NIC to measure the time. The time spent in producing, transferring and reflecting a frame in the NIC, can be measured by connecting the NICs back-to-back.

Measurements have been performed as a function of the packet-size for a reasonably large amount of packets (several millions per measurement point).

To measure the buffer sizes, ports were blocked by feeding them Ethernet flow-control packets, as they are described in ref. [15]. A standard compliant switch will then stop sending to that station, and hence must buffer packets directed to that station. From the amount of packets lost one can get an estimate of the buffer size available for storage. Also, one can try to fill up the buffers completely and then try to send to another output port. This working amounts to the switch being non-blocking.

The method described is fairly general and applicable to any switch. The one switch we tested extensively up to now is the Foundry Fast Iron Gigabit Ethernet Switch (see ref. [17]).

The Foundry Fast Iron comes in various sizes, it has 8 port line cards, and the largest model can house 15 of them. The one at our disposal had 8 fully equipped line cards. Frames were again generated and evaluated using a dedicated firmware in the Tigon 2 based NICs.

Figure 33 shows the latency as function of the frame-size. The packetisation of the switch is visible in the small steps in the latency for every 64 bytes.
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Figure 2 Close-up plot of the latency measurement across the switch (through the same blade) for frame sizes between 350 and 600 Bytes. The 64-Byte sub-structure is clearly visible. The right hand scale shows the size of the residuals with respect to the model function described in the text.

Our findings for this switch are summarised in Error! Reference source not found.. The latency has been characterised by a function of the following form:
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Where:

x is the Frame size in Bytes
a is the Constant overhead (due to cabling, turnaround times, minimum switching time etc)
b is the Latency per Byte (overhead time for each additional “useful” data Byte within a packet)
c is the packetisation quantum 
d is the additional time spent at each packetisation boundary
Table 1 Summary of the fitted parameter values for the cases of single-blade and across-blade transfers. The fits were obtained over the full range of packet sizes.

	Single Blade (Port-to-Port)
	a = 0.537 (s 
b = 0.38 (s/Byte
c = 64 Bytes
d = 0.035 (s/packet

	Across Blades (Port-to-Port)
	a = 1.338 (s
b = 0.041 (s/Byte
c = 64 Bytes
d = 0.0362 (s/packet

	Buffer Memory
	2 Mbytes shared between 8 ports

	Flow Control
	respected, but never issued 


This particular switch does not seem to be suitable for our system, mostly due to its behaviour upon port blockage: Our current finding is that it first drops some frames and only then starts buffering frames, up to the maximum buffer limit. Such behaviour would not be acceptable in our system. Many more details about the method and the results can be found in ref. [17].

Acknowledgments: We would like to thank the CMS DAQ group for letting us use their Foundry Fast Iron 8000 test set-up. We gratefully acknowledge the work of our summer student K. Paskiewicz.

A.3  “Smart” NIC studies
In section 4.2.3 "Smart" NICs have been presented as the baseline implementation for the final event building in the Readout Network (RN). By a "smart" network interface controller, we mean here one, which is freely programmable, i.e. one that contains at least one general purposed CPU. This allows putting the bookkeeping and error-checking code involved in the event-building code being implemented directly in the NIC.

The task for this smart NIC, like for any final event-builder implementation in the LHCb DAQ system consists of receiving O(100) fragments from all the sources in the system at 40 kHz. These have to be concatenated and transferred as one contiguous block.

The advantage in using the NIC in that way is that one can offload considerably the host CPU, in number of interrupts and also in memory-to-memory copying. This is so because the event-building process is in principle the set-up of a cleverly chained DMA transfer of all fragments in one go. This needs considerable hardware support and buffer memory on the NIC. Most Gigabit NICs offer some buffer memory and the possibility to coalesce packet transfers to reduce the IRQ rate on the host CPU, thus increasing overall system performance.

The algorithm used, basically waits until it has either received all the fragments belonging to one event, or the time-out has been reached. In the latter case an error is flagged. Then the event is shipped as soon as possible to the Subfarm Controller. The timeout period is determined by available buffer-space only.

The actual implementation has been done on a NIC based on the Tigon 2 ASIC. This chip comprises 2 MIPS 4000 cores, with 16(8) kB of on-chip scratch pad memory (i.e. addressable memory at running at clock speed of 88 MHz), a Gigabit Ethernet MAC, and an interface to an external SDRAM buffer memory (512 kB in our case). The code was optimised to take advantage of the internal architecture, meaning for example to keep counters in scratch-pad memory as much as possible. The pointers are then fed to the scatter/gather-capable DMA engine for transfer over DMA.

In the end the performance illustrated in Figure 34 could be achieved. This is sufficient for the base-line design of 40 kHz, with some improvements, especially in the hardware of the NIC (faster, more memory) fragment rates of 100 kHz can be easily handled as well. The average load on the PCI will be 40 MB/sec, which should not be problematic in a server-like PC, such as the SFC.

[image: image5.wmf]
Figure 3 The number of completely assembled events per second in a Tigon 2 based smart NIC. The behaviour is consistent with a constant overhead per source (= fragments).

Many more details on this and alternative algorithms, the test-bench set-up, the software tools developed and more detailed results can be found in references [20] and [21].

A.4 Network Topology Studies (Jean-Pierre)

Load

By load, we mean the fraction of the available installed bandwidth that is used to transfer data. We try to determine the “maximum possible load”, Lmax, which still allows a correct functioning of the system.

We distinguish the load on a single link to or from the network from the aggregate load on the network. To determine the latter, simulation is required.

Load on a single link

The maximum possible load on a single link to or from the network depends on the characteristics of the device attached to the link. In general, it is a processor that connects to the link via a NIC (Network Interface Card). The submission or reception of a packet to or from the network has a time cost that we call ov. This overhead time is due to several operations required to handle the packet in the NIC and/or in the processor, such as protocol operations, interrupt handling, etc.

The transfer time s of a packet of size s over a link of bandwidth B is B x s. Assuming that packets can be transferred concurrently with the packet handling operations, the maximum achievable load Lmax is:
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If the overhead time ov is independent of the packet size, the behaviour of Lmax as a function of s is given in Figure 35.
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Figure 4 Maximum achievable load on a single link as a function of the packet size

With the same assumptions as above, the maximum frequency at which packets can be transferred on a link is:
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Figure 36 shows how fmax varies with s
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Figure 5 Maximum frequency on a single link as a function of the packet size

The value ov determines the packet size s0 above which the full link bandwidth can be exploited. For highly optimised implementation of the packet handling and in the absence of a secure transport protocol, ov is of the order of 1 or 2 sec, corresponding to values of s0 of 125 or 250 bytes on a 1 Gbit/s link. If a secure transport pro​tocol like TCP/IP is required, the value of ov can be one or two orders of magnitude higher (Ref []), although faster implementations based on intelligent NIC are proposed (Ref []). For the implementation of an event builder with a network entirely dedicated to this task, we have good reasons to believe that a non-secure transport proto​col will be adequate, provided that the maximum permissible aggregate load is not exceeded.

Load on the event building network

The event building network will be a switched network in order to cope with the very high bandwidth (Ref []).

An average load factor of the network is obtained by adding all link loads and dividing by the number of links. In the case of an event builder, the individual loads are not independent: they are determined by the event trigger frequency, being the same for all links, multiplied by the average event fragment size of the link.
The load on the network cannot be as high as the maximum load achievable on a single link. This is due to packets contending, within the network, for the same links. This contention is normally resolved by storing tem​porarily the packets in internal buffers. Thus, due to contention, the network does not behave as well as a fully parallel system. Event building traffic is even worse as it tends to concentrate the traffic and create more conten​tion. However, an appropriate buffering scheme (such as “output queuing”) and the fact that the destination changes for every event lead to a well‑distributed load, as will be shown later.
It is wise to dimension the network with some safety factor, instead of relying on the maximum possible load, in view of possible growing demands and to avoid instabilities due to simple control systems like throttling.

The relationship between load and frequency, combining the 2 functions described previously, is useful to determine the dimension of the event building network. It is displayed in Figure 37. for several values of the packet size s.
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Figure 6 Load on a single link as a function of the packet frequency for several values of s > s0
As an example, assuming an event rate of 40 kHz, the packet size per link should be of the order of 1.5 kB if one wishes to limit the load to 50%. For an event size of 100 kB, some 65 - 70 ports are needed.
Simulation is required to analyse in detail the load issue. It requires a knowledge of the strategy adopted by the switch manufacturer to cope with contention. In the next section, an overview of the basic switching strate​gies is presented.
Figure 38 shows qualitatively that the performance of a switching network has some maximum value of the load beyond which one can expect that data is lost or transfer is blocked.
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Figure 7 Qualitative sketch of the behaviour of a switching network as a function of the load.

This limit is well below 1 for networks based on switches implementing input queueing. Before reaching this cutoff limit, there is some zone in which the func​tioning of the network is likely to experience momentaneous blockings or data losses due to fluctuations in the traffic. Finally there is a zone of lower load where one can estimate that the switching network has a stable and safe mode of operation. One task of simulation is to determine those values.
Switching Strategies

A switch is said to be non-blocking when the path between any pair of input and output ports cannot be blocked by a transfer on a different path. This property is relatively easy to implement, however the implementa​tion costs grow faster than linearly with the number of ports. It is said to be non-scalable.

However, contention is likely to occur, even in a non-blocking switch, whenever two or more input ports want to tranfer data to the same output port.

Large networks can be built by interconnecting switches. There are many classical techniques (eg Banyan networks, Clos networks, etc ref [...]). In the simple interconnection techniques, the non-blocking property of the switching elements is not conserved. Figure 39 illustrates this fact on a simple example: even if the 2x2 switches are non-blocking, it is obvious that, for instance, a transfer between ports 1 and 5 blocks a possible simultaneous transfer between ports 2 and 6.
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Figure 8 An 8 port switching network (4x4) obtained by interconnecting 4 non‑blocking switches of 4 ports (2x2).

 It can be noted that, in this case, blocking is due to contention in the non-blocking switching element.

There exist interconnection schemes that are non-blocking but they require substantially more switching ele​ments and links than the simplest schemes (Banyan).

Contention Avoidance Schemes

It is not acceptable that, in case of contention, one or more packets are dropped. Instead they must be stored. The location of storage can be at various places:
· at the input of the path: input queueing
· at the output of the path: output queueing
· centrally within the switching element, in a shared memory: central queueing
Input Queueing

An input port stores the data to be transmitted in a FIFO. If the packet at the FIFO’s head cannot be transfered due to contention, the port refrains from transmitting until the path is free. This clearly lowers the link occupancy and reduces the effective load. It is well possible that other packets waiting in the FIFO could be transferred if their destination were on a free path, however the FIFO structure prevents them from bypassing the first packet. This is known as head of line blocking and leads to rather poor switch performances. In the case of random traffic and fixed size packets it can be shown [Ref 1] that, for a non-blocking NxN switch, Lmax has the asymptotic value, for large N, given by:

This load value is still lower for blocking switching networks built by interconnecting switching elements that do not implement any storage and where the input buffer is on the boundary of the network (circuit switched net​works).

The Myrinet technology offers very low cost non-blocking switches that can be interconnected to build large circuit switched networks with input queueing. (Ref to LHCb studies ??).

This load performance of circuit switched networks can be improved if one pays the price of implementing a traffic control system ensuring that contention never occurs. One such system is the barrel shifter and has been tested by CMS in the case of Myrinet [Ref 2].

Output Queueing

A much better solution is to let all data go through the switch, even in case of contention, and to organize the queueing at the output ports. One realizes in this case that the load can be close to 1, provided that the contention is fairly distributed over all output ports.
The cost to pay is that the bandwidth of the shared links is a multiple of the port bandwidth. In the simple example of Figure 38, all internal connections must offer twice the bandwidth of the external links. This can be implemented with multi-path connections or with faster links. Usually the output queueing systems transfer fixed size packets. Depending on the external link standard, a local packetization with segmentation and reassembly has to be provided (e.g. Ethernet switches that segmaent the data in fixed size cells of 64 bytes).
Central Queueing

A drawback of the output queueing technology is that all the output buffers must be dimensioned to cope with the worst possible case, thus leading to a poor global occupancy of expensive fast memories. A better solution is to use a shared memory with dynamic allocation of space to the output ports. An example of such an implemen​tation is the Prizma switch from IBM [Ref 3].

Traffic shaping

Even the best switching scheme breaks down if the contention is not fairly distributed between the output ports. This is the case for event building if very large events are generated that maintain the contention on one buffer during a time sufficient to overflow the memory.

A solution to this problem is to impose a constant bit rate on all connections between all source-destination pairs. This may be done by implementing, in every source, N queues, one per destination (N being the number of destinations). The data is segmented in fixed size packets. The source scans the queues in a round-robin fashion, sending each time 1 fixed size cell to the corresponding destination (or just stalling for the same time interval if the queue is empty). There is some loss of throughput due to the segmentation in fixed size cells. One should also take some precaution to avoid that the all sources send packets to the same destination at the same time. This can be achieved by requiring that, at initialization, source k starts with queue k. The probability that they reach an exact synchronization due to random time shifts should be zero.
Simulation

Principles

Traffic Patterns

Design Principles

Transport Protocols and Safe Data Transfer

Ethernet does not provide any transport protocol that guarantees the delivery of data packets. The only mech​anism offered by the Ethernet standard (IEEE 802.3x) is the so-called Xon/Xoff, a point-to-point signal that a receiver sends to a sender in case of overflow. This signalling is obeyed between the switch ports and the attached devices. However the overflow of an buffer internal to the switch will not raise an Xoff and data will be lost.

The use of a “high level” standard transport protocol (TCP/IP being the only candidate) would guarantee the delivery of data, possibly by re-transmitting lost packets. There are several arguments against this solution:
· the ov due to TCP/IP is too high for the requirements of high rate of small packets,

· data loss in a privately owned local network is most probably due to buffer overflow, which itself is caused by an excessive load. Adding more traffic on top by re-transmitting data would just worsen the problem.

· in the event of a faulty component, the transport protocol will be useless, unless redundant data paths are available, which will not be the case in our system.

The event building network will be designed to fulfill the following requirements:

· the load on the network shall be well within the “safe region” (Figure 38) for the specified data flow with its “normal” statistical fluctuations,

· data losses must be detected and must be signalled,

· the probability for data losses under the “normal conditions” has to be very low and unbiased,

· abnormal conditions (traffic exceeding the “normal conditions”, component failures) must be detected and signalled,

· the previous conditions being fulfilled, no mechanism will be provided to recover from data losses.

Solutions Based on Commercial Switches

Large commercial switches with Gigabit ports are available. It is not sure whether affordable switches with a number of ports sufficient to satisfy the needs of event building for LHCb will be available by the time of the implementation of the system. It is likely that a solution based on commercial switches will have to inter-connect more than one “box”.
A difficulty when evaluating solutions based on commercial switches is the “secret” maintained by the manu​facturers on the details of the architecture and functioning. Some characteristics can be inferred from direct traffic measurements on the switch but we will probably lack the information necessary to build a fully reliable model of the network.
As mentioned earlier, flow control works only on point to point connections and the overflow of an buffer internal to the switch will not raise an Xoff and data will be lost.
Example of Architecture: the Foudry Fast Iron Switch

The architecture of the Foundry Fast Iron switch is shown in Figure 40. Presently, the highest bandwidth available for the backplane is 240 Gbps, allowing up to 15 modules of 8 ports to be connected, namely 120 ports in total
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Figure 9 Architecture of the Foundry Fast Iron switch.

Measurements that we have performed on the switch [Ref ] show that the data packets submitted to a port of the switch are segmented in fixed length packets that amount to 64 bytes (including possible internal network protocol). This is an indication that time division multiplexing is in operation on the backplane. The local switches probably implement central queueing. Our measurements indicate that the shared memory size is 2 MB, with a limit of 1024 frames.
A.4.1.1 Single Box solution

Banyan network

Figure 41 shows a network of 4 switches of 120 ports each, inter-connected in a Banyan topology. This 2 stage network, used for event building, allows to connect 120 sources (or Read-out Units (RUs)) to 120 destinations or Sub-Farm Controllers (SFCs)).
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Figure 10 Banyan interconnection of 4 switches, 120 ports each, to implement a 120 x 120 event builder.

Any pair of switches between stage 0 and stage 1 is inter-connected by 30 links.
Simulation results

Fully Connected Network

The Banyan network is not an economic way of inter-connecting switches when applied to event building: bi-directional ports but are used in one direction only. If we mix sources and destinations on each switch, bi-direc​tionality on the links between the switches can be exploited. It is thus possible to reduce the number of those inter-connection links, thus increasing the number of ports available for sources or destinations and possibly reducing the number of switches. With 120 ports switches one can set up an event builder network of 96 x 96 ports based on only 2 switches (Figure 42)
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Figure 11 96 x 96 event builder using 2 switches of 120 ports and bi-directionality in the inter-connections

One can check, for instance in the example of [FIXME], that the inter-connection with 24 links is sufficient: half of the traffic generated by the 48 sources of a switch remains in the switch whereas the other half goes over the links, 24 of them being sufficient.

A larger event building network of 120 x 120, can be built with 3 switches (Figure 43).
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Figure 12 120 x 120 event builder using 3 120 ports switches and bi-directionality in the inter-connections

The simulation results for this solution are given by Figure 44, which displays the maximum buffer occupancy (in event fragments) of buffers at different locations in the network, as a function of the load.

Introducing long events

The maximum buffer occupancy must be studied also for very long events that may be interleaved with nor​mal events. Such long events cause large buffer occupancies in output buffers.
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Figure 13 Simulation results for the120 x 120 event builder: maximum buffer occupancy and fragment latency.

Solutions based on Network Processors

Network processors are a new product from the communication industry proposed to implement protocols at various levels, to control the traffic, etc. A module based on 2 network processors from IBM has been proposed for the implementation of the LHCb DAQ Read-out Units (Ref []). This module provides 8 bi-directional Gigabit Ethernet ports and can be programmed to work as an 8 port switch with output queuing.
Banyan Networks

Figure 45 shows a Banyan network built with 8 ports modules that provides 128 source ports and 128 destination ports. This network requires 4 stages of 32 modules and 768 inter-connection links (384 bi-directional).

Again, the links are used in one direction only for data transfer, whereas the other direction may occasionally be used for Xon/Xoff transmission.
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Figure 14 128 x 128 Banyan network: 4 stages of 32 8 ports modules

Simulation results showing the maximum buffer occupancy and the fragment latency are given in Figure 46.
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Figure 15 Simulation results for the128 x 128 Banyan network based on 8 ports modules event builder.

One can observe...

Optimized Networks

An optimised network topology has been developed for the 8 port modules. Figure 47 shows one basic structure of this topology.
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Figure 16 One basic structure to build a network implementing up to 15 of those structures.

Up to 15 basic structures can be inter-connected with bi-directional links to implement an event builder with up to 112 sources and 128 destinations. This topology requires, in its maximum configuration, 96 modules and 528 interconnection links (264 bi-directional links). This is an important economy with respect to the Banyan configuration (128 modules and 768 inter-connections). In addition, the load on most links is signifi​cantly lower: assuming that the sources generate 100% load, the links inside the structure shown in [FIXME] have a maximum ranging from 56% to 98% and the inter-module links a maximum load of 44%. This is to compare with the Banyan case where links is 100% in one direction (source to destination) and 0% in the other direction.
The simulation (Figure 48) shows that the maximum occupancy of the output buffers (the successive stages fol​lowed by a data packet, in analogy with the Banyan structure, are named “level 0” to “level 2” in Figure 45) is lower than in the Banyan topology.
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Figure 17 Simulation results for the 112 x 128 event builder using 8 ports modules and bi-directionality in the inter-connections

The fragment latency is significantly lower due to the lower number of stages and the lower buffer occupancy. An important feature is that there is no unstable region when the load close to 1.0 is applied to the sources. Two factors are contributing to this:

a) the large number of modules, and consequently of intermediate buffers, randomizes the event building traf​fic, namely attenuating the effect of data concentration towards one destination.
b) the internal links being used in both directions, there is more bandwidth available than required so that the links are not overloaded.
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