1. Requirements (Beat/Clara)

Many sub-systems and considerations impose requirements on the LHCb online system. They can be as abstract as the physics analysis or as concrete as the LHC accelerator complex, with which the online system has to interact. In this chapter, we summarize the requirements from these different sources.

1.1 Context Requirements

The LHCb online system will not operate as an isolated system, but will be embedded in a much larger environment. It will have to cooperate with this environment and will also influence it to some extent.

In this chapter we will describe the requirements imposed on the LHCb Online system by the external systems, such as the LHCb detector or the LHCb trigger system or the concept of partitioning. Many of these requirements are referring to performance issues of the online system. Others, however, like partitioning, put constraints on the functionality of the system. Figure 1 depicts the context diagram of the LHCb online system.

[image: image2.emf]
Figure 1 Context diagram in which the LHCb online system will run.

1.1.1. Physics Requirements

LHCb is an experiment dedicated to the study of CP violation in hadronic systems originating from b-quarks. These effects can only b[image: image1.emf]Data
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e observed in tiny asymmetries in the distribution of some observables when comparing B and B- mesons. The effective fraction of interesting events is very small (of the order of 10-5 or less). Hence, despite the fact that with an LHC luminosity of 2.1032 more than 100 thousand B mesons are produced each second, only a handful of interesting events can be recorded each hour. It is therefore of the utmost importance to design and implement a very efficient trigger. The counterpart is that this can only be achieved at the price of a very high level of background originating mainly from non-interesting B decays, inducing a high demand on the capabilities of the readout system. Clearly reliability and efficiency are expected from the online system in order to record as many interesting events as possible.

1.1.2. LHCb Detector

The LHCb detector is composed of nine sub-detectors and a two-level trigger system. The channel count varies between a few hundreds (e.g. Trigger systems) and several hundred thousands (e.g. the tracker system). The sub-detectors will be located in the US8 cavern of the LHC accelerator and will be inaccessible during data taking. This imposes stringent constraints and requirements e.g. on the control system, specifically on the components of the control system that are located at or near the detector and are hence exposed to radiation. To guarantee continuous control over the electronics in the cavern, the interfaces to the control system have to be to a large extent immune to radiation effects, especially Single Event Upsets (SEUs). If SEUs occur, the control system’s software should be able to recover from these in a transparent way.

The online system will also be responsible for setting-up and monitoring the equipment involved in the data-flow, i.e. front-end electronics of the sub-detectors.

1.1.3. LHCb Trigger System

The nature and topology of the events containing B-mesons, as well as the physics background make is difficult to trigger at high efficiencies on these. It requires a lot of processing power and data from most. if not all, sub-detectors to discriminate an event containing b-quarks from an event containing for example c- or s-quarks. To achieve a maximum of efficiency on events containing b-quarks, with a reasonable effort in resources, the LHCb experiment will apply a two-level trigger architecture before the final software triggers. These two levels imply intermediate buffering of the data for the latency of the triggers and require the distribution of two trigger decisions. This has implications for the Timing and Fast Controls (TFC) system, but also on the structure of the Front-End Electronics. The latter is described generically in [FIXME] and the specific implementations are outlined in the TDRs of the individual sub-detectors.

The two trigger levels have the following characteristics in terms of input/output rates and the detectors whose data are used to reach a decision

Table 1 Characteristics of the two first trigger levels in LHCb

	
	Level-0
	Level-1

	Input Rate
	40 MHz
	Level-0 accept (1.1 MHz)

	Accept Rate
	1.1 MHz (max.)
	100 kHz (max.)

	Detector Data used
	Calorimeter (PS/SPD, Ecal Hcal), Muon, Pile‑Up Veto (VELO)
	VELO, Level-0

	Latency
	4.0 us (fixed)
	<2 ms (variable)


After the first two levels of triggering powerful software algorithms are needed to separate the background events from the events containing interesting decays of B-mesons. These algorithms require substantial CPU resources to execute sufficiently fast. In Chapter [cc] it will be shown how this CPU power will be provided.

From the high-level software triggers the requirement that most of the data has to be available to the algorithms is imposed on the dataflow system. This will have implications on the choice of the readout protocols, as will be seen in later chapters.

1.1.4. Running Modes and Partitioning

Partitioning is an important concept denoting the possibility to sub-divide the LHCb online system into smaller functional parts that can be operated independently and concurrently. This notion has significant implications on the design of the system, specifically all aspects of controls (Fast Controls and Experiment Controls), since it is the ability to control the partitions independently that will allow fulfilling the requirement. In the data-flow sub-system, partitioning has to be taken into account at the level of the layout or assignment of components to possible partitions as not to break the operational independence.

Partitioning will show its power when being used for operating different sub-detectors under different running conditions. A multitude of running modes can be envisaged, such as

· Normal physics data taking

· Pedestal and electronic gain calibrations

· Timing calibrations

· Alignment calibration

· Test and debugging activities

· Etc.

The system has to be designed for optimal physics running, however, nothing in the system should prevent the other activities, potentially with lower efficiency.

1.1.5. Data Processing and Offline Computing

The requirements from data-processing applications and from the offline computing in general, besides the availability of the physics data, concern primarily the ability to retrieve data and information about the state of the experiment at the time the event-data were acquired. These data are for example

· Low- and High-Voltage settings and values

· Currents

· Gas flow and composition

· Software versions and parameter settings in the trigger systems

· Threshold and gain settings and readings in the front-end electronics

· Luminosity and background data

· etc.

All this information needs to be available to any offline application at any time after data-taking. For this there will be a software sub-system available in the offline framework, called the conditions database, to which the online system has to interface and which it has to populate with all data available and required.

It is also foreseen that the CPU farm, which normally executes the high-level trigger algorithms on the event data, will be used during shutdown periods as a computing infrastructure for re-processing (re-reconstruction) of the event data taken during the previous data-taking period(s). Evidently this means that the conditions database will also need to be interfaced to the control system in the ‘inverse’ direction, i.e. that the application will get access to the conditions data through the Experiment Control System.

1.1.6. LHC Accelerator

The interaction with the LHC machine is not yet very much specified. Clearly there will be a certain information flow existing between the LHCb experiment and the LHC machine. Information from the machine to LHCb will consist of data describing the operational state of the machine, such as

· particle intensities and currents

· collimator and magnet settings

· activity, e.g. filling, stable beams, dumping, etc.

This information will be used within the LHCb online system to setup the state of the experi​ment, but also to interlock certain activities.

Reversely, LHCb will provide the LHC machine with relevant information, like background fig​ures, luminosity as determined in LHCb, if available.

The mechanisms through which this information will be conveyed should be standardized but is not expected to be fast, at the level of the LHC bunch-crossing or revolution rate.

There might be a need to prevent the LHC machine from continuing its current activity, should the radiation conditions in the LHCb detector of parts thereof become unacceptable. This implies a fast feedback and interlock mechanism between the LHCb experiment and the LHC machine. This mechanism and its triggering is outside the scope of this TDR. It should however be possible to trigger the appropriate action from the ECS system as well.

1.1.7. Infrastructure Services

As with the LHC machine there will also exist an information interchange between the LHCb experiment and the technical services at or around the experimental area. This information flow will be mostly unidirectional and will comprise items like

· state of the power distribution

· state of the cooling and ventilation

· access lists to the LHCb pit

· etc.

There is not much information foreseen to flow from the LHCb experiment to the technical serv​ices. Since the mechanisms are however the same as for the LHC machine, no major problems are expected to provide these data in case of necessity.

1.1.8. Experiment Operations

The LHCb experiment should be able to be operated with a maximum of two people present in the control room. Many members of the shift crews will be non-experts of the online system. To obtain maximum efficiency of the experiment as many as possible of the routine procedures should be automated, such as starting data taking, raising and lowering the high-voltages of the detector or recovery of errors.

Remote operation of the experiment or parts of it must be possible to allow experts to exercise control over the equipment to fix problems or improve the performance. This implies that the control system has to be distributed and network-based.

1.2 System Requirements

From the above requirements, we deduced a set of “internal” requirements that were governing the design of the system. These are differentiated in functional and performance requirements.

1.2.1. Functional Requirements

The LHCb online system must ensure the safe and efficient recording of physics data from the LHCb detector. For this there must exist a Controls System (Experiment Control System, ECS) that governs the operational state of the detector and the data-taking system. The Data Acquisition System (DAQ) in turn must ensure the error-free
 transmission of the data from the front-end electronics to the storage device. This transfer of data should not introduce any, or only minimal, dead-time, if the system is operated within the design parameters.

The system must support partitioning, which is an important feature especially during the commissioning and debugging phase. The system’s architecture must be scalable, without changes, within the expected limits of the event-size/trigger-rate parameter space. This means that the architecture stays unchanged and scaling is achieved through adding additional hardware modules.

Since the numbers of modules are quite large, the functionality of the individual module and the protocols that govern the data transfer should be as simple as possible, such as to reduce the number of failures to a minimum.

1.2.2. Performance Requirements

The LHCb DAQ system is designed against the parameters compiled in Table 2. These parameters are current estimates only and the system will be adapted to new sets when they become available in the course of time.

Table 2 Design parameters for the initial LHCb DAQ system

	Average Physics Event-Size

	100 kB

	Average Level-1 Trigger rate
	40 kHz

	Average Total Data Rate
	4 GB/s

	CPU power for Level-2 Algorithm
	XXX SpecInt 2000/per event

	Total CPU power needed for Level-2 algorithm
	Xxx SpecInt 2000

	Average Level-2 Accept Rate
	5 kHz

	CPU Power needed for Level-3 Algorithm
	YYY SpecInt 2000/event

	Total CPU power needed for Level-3 algorithm
	yyy SpecInt

	Average Level-3 Trigger Rate
	200 Hz

	CPU Power needed for Reconstruction
	Zzz SpecInt2000/event

	Total CPU power needed for Reconstruction
	Abc SpecInit 2000

	Average Event Size to Storage (incl. Raw data)
	200 kB

	Average data rate to Storage
	40 MB/s









































































































































































































































� There is of course never a data transfer system that operates error free. If errors occur, however, they should be detected and the corresponding data should be flagged as error prone.


� Larger events, up to ~5 MB, must be accepted, obviously at a reduced readout rate.
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