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Introduction

SLICE is the name given to the LHCb distributed Monte Carlo production environment and its monitoring and control system. It is called SLICE because it is a (slice of) bread and butter activity.

This document is intended to describe the current system (user guide for production managers) and a project plan for future extensions with milestones.

Architecture

The SLICE architecture is shown in the figure below.
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The jobsubmission and monitoring parts are done using tools developed by LHCb.

Web pages connected to servlets create scripts that are submitted as jobs. The following webpages are currently in production for jobsubmission:

	Page
	Servlet
	purpose
	In production at

	http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/lxbatchsub.htm
	Maprunmc
	Sicbmc v253 for rawh2  ‘proto’ production
	CERN, Lyon, Ral, Bologna

	http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/brunelsub.htm
	Brunelrun
	Brunel for DST production
	CERN

	http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/bbinclsub.htm
	Bbinclrun
	Sicbmc + sicbdst for physics production
	CERN, Lyon, Ral, Bologna, Oxford, Bristol (Linux + NT), Nikhef, VU

	http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/mcbrunel.htm
	Mcbrunel
	Sicbmc v249 + Brunel v9r1 for data challenge tests, dbase v243r1p1, v243r3
	everywhere


Control system

The control part was made with PVSS, which needs to be installed on the machine where the production manager wishes to run the monitoring client (Win 2000 or Linux).

Instructions on how to install it can be found on the page http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/mccontrol.htm
Production sites

Each production site has a number. The numbers 1, 10, 100 etc. are reserved to enable expansion. The following production sites are currently known:

	Site
	Number

	CERN, lxbatch
	2

	Liverpool
	3

	Ral, nt
	4 (no longer in production for new data)

	Ral, csf
	5

	Lyon, CC IN2P3
	6

	Bologna
	7

	Nikhef
	8

	CERN, pcsf
	9 (no longer in production for new data)

	Bristol, linux
	11

	Edinburgh
	12

	Oxford, physics dept
	13

	Amsterdam, VU
	14

	Bristol, nt
	15

	DataGrid
	16

	Cambridge
	17

	Rio de Janeiro
	18


All sites run Linux 6.1, except site nr. 15, which runs Windows NT.

Production center requirements

· The scripts are written to an area that can be read by the batch worker nodes. Usually this is AFS. Therefore worker nodes need read access to AFS.

· A batch system needs to be installed: PBS, LSF, Condor or BQS. Most labs use PBS.

· The batch worker nodes need to be able to execute java programs. The java runtime environment (1.2.2) needs to be available to worker nodes.
· The java program that is run in the batch system accesses a servlet running at CERN, so the worker node needs to be open to outgoing IP traffic.
· The running batch jobs send messages to a control server running continuously (mcserver). This server contacts the lbnts2.cern.ch machine so it needs to be open to incoming and outgoing IP traffic.

· Some jobs can require 4Gb of storage space. Either this should be available locally, or it should be possible to write onto a common staging area with sufficient disk space.

· On DataGrid AFS is not used. The LHCb runtime environment is shipped with the job in the input sandbox.

System configuration

LHCb runtime environment

Production versions of software to be used to prepare for the data challenge:

· Sicbmc v249 (in GRID/installationkits/v249.tar.gz)

· Brunel v9r1 (in GRID/installationkits/Brunel_v9r1.tar.gz)

· Database v243r3 and v243r1p1 (installed from the sicbmc tar file)

Status of 27 june:

· Latest version of Sicbmc: v253, dbase v247r0 (GRID/installationkits/v253.tar.gz)
· Still waiting for Brunel with OODST o/p to be released
N.B. It is very important that you use these tar files as this is the only guarantee that we use the same executables everywhere.

Servletrunner

The servlets run with the servletrunner from JSDK2.0 on linux. It can be found at: /afs/cern.ch/user/e/evh/public/GRID/installationkits/JSDK2.0.tar.gz. Other servletrunners can also be used, for example in conjunction with Tomcat. There are four servletrunners installed, one at CERN on alpc18.cern.ch and two at Nikhef/VU. The servletrunner at CERN runs inside a script that gets tokens for the AFS cells cern.ch, in2p3.fr (Lyon), rl.ac.uk (Ral), phy.bris.ac.uk (Bristol).

The fourth servletrunner runs on testbed006 for DataGrid. 

If you do not have access to AFS, you need to install the servlet runner.

Liverpool are also installing a servlet runner to run on a compass node.

The servlets take as input: program name, program version number, input datatype (RAWH, RAWH2), output datatype (RAWH, DST, DST2) and detector database version number.

The servlets create job scripts (.sh or .bat), cards files (sicb.dat) or options files (.opts). The following directory structure is used:

	/sicb/
	Cards files, .options files, bookkeeping and monitoring tools

	/sicb/sicb/
	Job scripts

	/sicb/sicb/Lsfjob/
	Job logs (.txt.gz) , stdout and stderr files, hbook.gz files


This structure is written starting from the following afs root:

	Site
	Number
	afs root

	CERN
	2
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/

	Liverpool
	3
	(not afs, on compass node) /home/juan/lhcbmc/MAPjob/ 

	Ral, nt
	4
	--

	Ral, csf
	5
	/afs/rl.ac.uk/lhcb/mc/

	Lyon, CC IN2P3
	6
	/afs/in2p3.fr/group/lhcb/evh/

	Bologna
	7
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/

	Nikhef
	8
	(not afs) /lhcb/GRIDkit

	CERN, pcsf
	9
	--

	Bristol, linux
	11
	/afs/phy.bris.ac.uk/lhcb/mc/

	Edinburgh
	12
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/

	Oxford, physics dept
	13
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/

	Amsterdam, VU
	14
	(not afs) /lhcb/GRIDkit

	Bristol, nt
	15
	/afs/phy.bris.ac.uk/lhcb/ntprod/

	DataGrid
	16
	/home/evhtbed/

	Cambridge
	17
	?

	Rio de Janeiro
	18
	


Control system

A control system, based on PVSS exists. The main database is kept on lbnts2.cern.ch. Each center needs to run the following script on a node that can be contacted by the jobs running on the worker nodes, and that can contact lbnts2.cern.ch:

#

setenv DIM_DNS_NODE lbnts2.cern.ch

mcserver “Name of center” &

The mcserver script needs to run under the userid of the person who is submitting the productionjobs.

The client part of the control system  allows the (local) productionmanager to manipulate jobs and sends warnings when an alarm occurs at a checkpoint. For this system, PVSS is required on a Windows 2000 system. The following checkpoints are currently foreseen:

	Copying files and executables

	Obtaining stage space

	Running the executable

	Copying the output to mass store

	Copying the log files

	Updating the bookkeeping database

	Finishing the job


To install the PVSS client, follow the instructions on the Web page:

http://lhcb-comp.web.cern.ch/lhcb-comp/SICB/pcsf/html/mccontrol.htm
Productiontools

Source code of productiontools

Up to date copies of the source code of all the LHCb production tools can be found at:

	/afs/cern.ch/users/e/evh/public/GRID/productiontools
	All java code

	/afs/cern.ch/users/e/evh/public/GRID/installationkits
	Tar files of LHCb runtime environments for SICBMC and SICBDST

	/afs/cern.ch/users/e/evh/public/GRID/scripts
	Some sample scripts for running jobs


If you wish to modify any of this source code, you should check it out from the LHCb CVS repository and make sure your modifications are checked back in. The CVS project is GRID and the packages are productiontools, installationkits and scripts.
Configuring a center

The servlets create scripts that are different for each center. The parameters that configure a center are stored in a servlet called centerconfiguration. The centerconfiguration servlet is called by the script preparation servlets maprunmc, bbinclrun and brunelrun. It takes as input the variables mccentre (contains the number of the centre) and mcversion (the version number of the program being run). As output, it returns 15 lines, following the pattern variable=value:

	variable
	explanation

	webroot
	The afs root in the table above. It is called webroot because the CERN webserver points to this afs space, thus making logfiles (and scripts) viewable through a Webbrowser.

	Webserver
	webroot+”/sicb”

	webserverurl
	The place where the script preparation servlets are accessed from. Usually http://alpc18.cern.ch:8080/servlet/

	classpath
	The place where the bookkeeping tool cdispose is saved, relative to the directory where the program is run, or its absolute path.

	Jobmanager
	Lsf, pbs, bqs or condor

	outputroot
	The root of the path where logfiles are kept. Usually this is the same as webroot. Sometimes data files are temporarily copied here also.

	Submitjobs
	The name of the script containing batch submit commands, for centres where the servlet is unable to submit jobs itself. The submitjobs script is run via the control system.

	Queue
	Sometimes a centre only has one batch queue available.

	Jobnextfile
	The path of the file containing a counter with the number of the last job submitted. For CERN,           webroot+”/sicb/sicb/Lsfjob/job.next”. For centers using the CERN cell, bolognajob.next.

	ntwebserverurl
	The webserver running the servlets to update the bookkeeping database. Usually http://lhcbtest.cern.ch:8080/examples/servlet/

	jobid
	The environment variable containing the jobid of the running batch job, e.g. $PBS_JOBID

	scriptpath
	The extension of the submitjobs file, usually “sh” but for nt “bat”.

	Stdoutpath
	The path where the stdout of the job should be copied to when the job has finished

	javapath
	The full path on the system to the java executable (if its not in the path)

	dimdnsnode
	Normally this does not need to be specified.

	cshellpath
	#!/usr/bin/csh

	SICBHOME
	sicb/sicb/debug

	LHCBHOME
	"../"+dstversion


Script structure

	1. Set environment variables for sicb/Brunel and bookkeeping database

	2. Copy bookkeeping tools (fsize and cdispose)

	3. Copy executable & database to worker node’s local disk

	4. Reserve space on mass store (stageout, hpss sfget)

	5. Run executable

	6. Copy logfile to web browsable area

	7. Write output file to mass store

	8. Update bookkeeping database


External commands and servlets called by the scripts

The scripts with the batch jobs contain calls to the following external (LHCb, or site specific i.e. not generally available/supported) commands and servlets:

	Center
	Command/servlet
	Purpose

	IN2P3
	source /usr/local/shared/bin/java_env.csh
	Sets up the java runtime environment in batch

	all
	mcsend “text” “error code”
	Sends a message to the control system, mcserver.

	IN2P3
	sfget –s 500 filename
	Reserves space for the job to write filename onto HPSS

	IN2P3
	rfcp filename ccmdrs10:/hpss/in2p3.fr/group/lhcb/prodtest/filename
	Copies filename onto HPSS

	CERN
	stageout –s 1500 –p lhcbmc –M  /castor/cern.ch/lhcb/mc/filename filename
	Reserves space for the job to write filename onto Castor

	CERN
	stageupdc filename
	Close Castor filename

	RAL
	datastore create filename 1500MB
	Creates filename on the RAL datastore and reserves space.

	RAL
	tape –b23040 –lal –tfb –w –ffilename filename
	Copies filename onto the RAL datastore.

	All, except CERN
	fsize filename
	Determines size of filename. Follows links.

	CERN
	castorfsize filename
	Determines size of filename on castor.

	All
	java –classpath . cdispose …
	To update the bookkeeping database. Cdispose calls a servlet at CERN.


Log files

The log files are moved to an area where the batch job submitter has write access to:

	Center
	Userid
	Directory
	Jobs have write access to AFS?

	CERN (2)
	Evh
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/sicb/sicb/Lsfjob/
	Yes

	Liverpool (3)
	-
	-
	No

	RAL NT (4)
	-
	-
	No

	RAL CSF (5)
	Evh
	/afs/rl.ac.uk/lhcb/mc/sicb/sicb/Lsfjob/ via /stage/lhcb-data2/lhcbusers/evh/
	No

	IN2P3 (6)
	Evh
	/afs/in2p3.fr/group/lhcb/evh/sicb/sicb/Lsfjob/
	No

	Bologna (7)
	Vagnoni
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/sicb/sicb/Lsfjob/, via /storage/lhcbds1/lhcbprod/MCLOGS/
	No

	Nikhef (8)
	?
	lhcb/GRIDkit/logfiles
	no

	CERN PCSF (9)
	Evh
	?
	Yes

	Bristol (11)
	lhcbprod
	/afs/phy.bris.ac.uk/lhcb/mc/sicb/sicb/Lsfjob/, via /data32/phnhb/lhcbprod/
	no

	Edinburgh (12)
	Lhcbmc
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/sicb/sicb/Lsfjob/ via /opt/LhcbData
	no

	Oxford (13)
	
	/afs/cern.ch/lhcb/project/web/wdqa/vol10/sicb/sicb/Lsfjob/

via /lhcb_mc2/evh
	no

	Amsterdam VU (14)
	?
	lhcb/GRIDkit/logfiles
	no

	Bristol NT (15)
	lhcbprod
	/afs/phy.bris.ac.uk/lhcb/ntprod/sicb/sicb/Lsfjob
	Yes

	DataGrid
	evhtbed
	/home/evhtbed/sicb/sicb/Lsfjob
	No

	Cambridge
	?
	?
	No

	Rio de Janeiro
	?
	?
	No


Output data

Output file names are constructed as follows:

“L”+”center number”+”job sequence number” for Rawh files

“D”+”center number”+”job sequence number” for DST files

At CERN datasets are written to Castor in the directory /castor/cern.ch/lhcb/mc

At IN2P3 datasets are written to HPSS in the directory cchpsslhcb:/hpss/in2p3.fr/group/lhcb/prodtest

At Ral datasets are written into the datastore with TAPE_OWNER LHCB; datasetnames can not be longer than 6 characters.

Transferring files to CERN (bbftpTransfer)

All DST ( DST1, DST2,…) files are transferred to CERN. RAWH (RAWH, RAWH2, …) files are usually not transferred. To automatically transfer these files, the scripts copy the output datasets to a staging area at the end of the job. 

To transfer the files, bbftpTransfer should be used. First install the bbftp client (from /afs/cern.ch/user/e/evh/public/GRID/productiontools/bbftp) in the directory where you will run bbftpTransfer. The bbftpTransfer.class file can be found in the same place. You may need to recompile bbftpTransfer.java.

bbftpTransfer uses bbftp to transfer files to wacdr001d.cern.ch. It takes two arguments, the username and the password of the user who has write access to Castor at CERN. BbftpTransfer then automatically ftps all files in the current directory to the correct LHCb path in castor. Files that have been transferred are renamed with the extension .old. Files with the extension .old are not transferred.

To automate the transfer of files to CERN, create a small script bbftpTransfer.sh as follows:

#!/bin/sh

cd /storage/lhcbds1/lhcbprod/MC

while [ 1 –eq 1 ] 

do

java –classpath . bbftpTransfer user pwd >> /tmp/bbftpTransfer.log

sleep 1000

done

then make a cronjobs file with appropriate settings:

1. * * * bbftpTransfer.sh > log

Updating the bookkeeping database(cdispose)

The bookkeeping database is updated with the command cdispose. The command that is issued by the script is printed in the logfile. If updating the bookkeeping database fails, it can be done a posteriori by reissuing the command from the log file.

Project plan for future developments and milestones

The following topics are proposals for extensions and improvements to the current system, some of these would be longer term projects. In the short term, we aim to have a first full deployment of all centers by june 2002, the start of the first LHCb data challenge. 

2. Tools installation

2. LHCb software installation

Production versions of software to be used to prepare for the data challenge:

· Sicbmc v249 (in GRID/installationkits/v249.tar.gz)

· Brunel v9r1 (in GRID/installationkits/Brunel_v9r1.tar.gz)

· Database v243r3 and v243r1p1

3. Brunel

Installation of Brunel needs to be done before we start the datachallenge in june. 

4. Jobsubmission

1. Obtain the application configuration from a configuration database (currently everything is hard coded into the java servlets). Milestone: may 2002.

2. Implement a ‘pull’ rather than ‘push’ job submission model. This can be achieved by:

· Writing production requests into a production database. Milestone: july 2002.

· Creating a deamon that identifies outstanding requests and submits them where appropriate. Milestone: august 2002.

· Split large production runs up into small jobs – possibly merge output datasets. Milestone: august 2002.

This would be nice, but is less urgent than the work on Brunel. It could be done by the same person.

5. Monitoring and Control

1. Try a remote interface (from e.g. RAL) by connecting to alpc18. Milestone: march 2002.

2. Display the number of the event currently being processed. Milestone: October 2002.

3. Display the stdout of a running job. Milestone: October 2002.

4. Display the % of CPU usage of a worker node processing a running job. Milestone: October 2002.

5. Display the pending jobs in the main mccontrol panel. Milestone: October 2002.

6. Show bar charts displaying the capacity of all distributed sites (vs jobs running, pending and idle queues). Milestone: September 2002.

7. Display at a glance statistics (how many jobs are running/ran, crashed, per centre, overall etc.). Milestone: September 2002.

8. Integrate the client part of the control system with the web, have a similar interface for the job submission and control part. Milestone: December 2002.

9. Study the possibility of giving corrective action when an alarm occurs. December 2002.

10. Integrate the work with Ganga as it is being developed. December 2002.

This work could als be done by the same person. It would be nice if 1,2, and 3 were implemented in some rudimentary form for testing during the LHCb datachallenge in june.

6. Grid

Grid middleware should be tested and progressively introduced into SLICE. The following areas should be studied:

3. Job submission (being tested by Joel)

4. Data moving (being tested by Joel)

5. Data replication (Castor being tested by Joel). This should also be tested at RAL, IN2P3 and Nikhef. Milestone: june 2002.

6. Resource brokering. This could be used in the above ‘pull’ model – before submitting a job, the deamon should identify the most appropriate place for it to run. This can be done using middleware. Milestone: august 2002.

7. Monitoring information. DataGrid monitoring middleware should be evaluated and compared with the PVSS system. Milestone: 
ebruar 2003.

8. DataGrid bookkeeping middleware should be used for the production database. Milestone: 
ebruary 2003.

The remaining tasks should be done by Glenn’s recruit, possibly after the data challenge.

9. Data Quality Analysis

1. The current system should be migrated to DaVinci. This work has started but is not yet finished, to be done by Eric and Gloria. Milestone: april 2002.

2. The current set of histograms should be reviewed with subdetector experts. This work will be done by Henk Jan Bulten and Eric. Criteria should be established for significant deviations of key quantities. Milestone: june 2002.

3. Software should be developed to automatically compare histograms with a standard reference set. This software will be developed by Henk Jan. Milestone: September 2002.

4. When significant deviations are found, an alarm should be sent to the control system. Milestone: December 2002.

Operational status sites and action list for data challenge

	Site
	Number
	status

	CERN
	2
	Fully operational

	Liverpool
	3
	· Juan to give feedback to Eric re: scripts

· Juan to install servletrunner on compass node

· Juan to run mcserver on compass node

· Obtain PVSS license, install PVSS client

· Install mcserver and run at startup

· Find a solution to bookkeeping database update problem (execute java from worker nodes?)

· Target: for the moment do sicbmc v249 only

	Ral, csf
	5
	· Install mcserver and run at startup (Glenn to discuss with A. Samsun)

· Install sicbmc v249 and Brunel v9r1 (Gennady)

· Modify mcbrunel.java (Gennady)

· PVSS license obtained, installing client

· Test production ?

	Lyon, CC IN2P3
	6
	· Run mcserver at startup (Andre to discuss with Y Fouilhe)

· Install sicbmc v249 and Brunel v9r1 (Andre)

· Modify mcbrunel 
Test production for Andrei and Frederic Derue (store data in Lyon on HPSS):

· 100K events DST2 of Bd -> phi Ks – type 412000

· 100K events DST2 of B->phi+X . 

· 100K events DST2 of B inclusive.

	Bologna
	7
	· Fully operational. Test production for Mariusz running.

· PVSS running, gaining experience.

	Nikhef
	8
	· install tools on VU and NIKHEF (Sander)

· Run mcserver at startup

· ensure worker nodes have outgoing IP traffic enabled 

· Install sicbmc v249 and Brunel v9r1

· Modify mcbrunel.java 

· Sign PVSS site license

· Install PVSS client

· test production for Sandra Amato (B-> mu mu, channel nr to be defined)

	Bristol, linux
	11
	· Run mcserver at startup (Nick)

· install PVSS client

· Install sicbmc v249 and Brunel v9r1

· Modify mcbrunel.java

· test production?

	Edinburgh
	12
	· ensure large jobs run (Eric)

· ensure mcserver runs at startup (Akram)

· ensure worker nodes have outgoing IP traffic enabled

· Install sicbmc v249 and Brunel v9r1

· install PVSS client 

· Modify mcbrunel.java 

· test production?

	Oxford, physics dept
	13
	· ensure scripts are ok (Pete)

· ensure mcserver runs at startup (Pete)

· Install sicbmc v249 and Brunel v9r1

· Sign PVSS site license

· install PVSS client 

· Modify mcbrunel.java

· test production?

	Amsterdam, VU
	14
	As Nikhef

	Bristol, nt
	15
	· install NT environment (Nick)

· test servlet runner for NT (Eric+Nick)

· install and test NT versions of mcsend, mcserver (Nick + Eric)

· test production?

	DataGrid
	16
	· Install sicbmc v249 and Brunel v9r1

· make sure we can run a 500 event job, write onto Castor, HPSS and datastore

· make procedure for looking at output files

	Cambridge
	17
	· operational

	Rio de Janeiro
	18
	· Miriam to read SLICE doc and contact me





bookkeeping database





Monitoring (via PVSS): submit jobs to distributed sites, see what jobs are running, how many, channel, datatype, site, current event nr, configuration used by job, submit time, kill jobs





Job creation/submission (via Web): identify outstanding requests, select workflow(s), give nr of events, create scripts





physics coordinator: ratifies production request which gets added as outstanding request to the database





request for production: nr of events, channel, datatype (implies a workflow), configuration, deadline for completion








physicist

















production manager: 


Create required nr of jobs (500 evts each)


Determine configuration 


Determine/create runtime environment


Run executable


Check data


Copy data/logs


Flag production as completed, prepare updating of bookkeeping db
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