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The goal for the Data Challenge in 2004 is to get information to be used for preparing the LHCb Computing TDR due at the beginning of 2005. Therefore, the plans are to use software as realistic as possible in terms of performance, as well as more elaborated tools for production management. It is expected that a large fraction could be done using the LCG1 prototype grid. As the physics sensitivity studies conducted in 2003 are limited by statistics on the background sample (only a few minutes of LHC running were simulated!), this Data Challenge will be a very good opportunity to provide the collaboration with a much higher statistics than in 2003. An increase of the order of a factor 5 is envisaged (at generation), but trigger cuts will be applied before reconstruction, which was not the case in 2003 since the trigger was not finalised. That increase will also allow putting physicists doing analysis in a position to test the foreseen Analysis Model to be presented in the TDR.

The aim hence is to produce 150 million minimum bias events, 50 million inclusive b decays and 20 million exclusive b decays in the channels of interest. For the inclusive and minimum bias sample all events will be digitised but only events passing the L0 and L1 trigger will be reconstructed. The entire exclusive sample will be reconstructed.

The Data Challenge will be used to test the simulation program based on Geant4 Gauss for the first time in a production environment, the new digitisation program Boole and the robustness of the reconstruction program Brunel. The output of the Brunel stage (DST) will be stored permanently along with the output of Gauss (RAW) and Boole (DIGITS) if they pass the trigger. In addition, a pre-selection of events based on physics criteria will be performed at the Brunel stage and multiple output streams will be produced. These will be distributed to associated Tier-1 centres to allow testing of the distributed analysis model. All the applications will use the POOL persistency mechanism for event data storage.

It is estimated that the CPU requirements of the Monte Carlo production will be dominant compared to the analysis requirements. They will be the order of 4*10**9 SPECint2k*hours of CPU time (approximately a factor 10 larger than those for the 2003 DC), equivalent to a capacity of 1.9M SPECint2k during three months (currently foreseen as April, May, June 2004). This estimate assumes that the Geant4 simulation will be a factor 2 slower than that performed in Geant3 (which seems a reasonable assumption although the tuning of Gauss/Geant4 is not final). 
It is expected that additional CPU resources will become available to LHCb for this data challenge, in particular from countries that did not contribute to the 2003 DC, such as Switzerland and Poland. It is also hoped that at least 50% of the CPU resources needed for the 2004 Data Challenge will be provided through the LCG1 Grid prototype. As in 2003, we expect 20% of the required capacity to be provided at CERN.
The storage requirements for the master copies will be about 14TB for the storage of the RAW/DIGITS and 7TB for the DST. It is expected that pre-selected events, that will be replicated, will require a factor of 10 less storage.

To summarise, the main goals of this Data Challenge are:

· Robustness tests of the LHCb software and production system

· Test of the LHCb computing model 

· Perform distributed analyses

· Incorporation of the LCG application area software into the LHCb production environment

· Use of LCG resources as a substantial fraction of the production
