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Short to middle term GRID deployment plan for LHCb

The GRID gives us an opportunity to unify the CPU resources available in the collaborating institutes of the experiment.

To make this expectation a reality, we need to agree on a common deployment plan with the concerned institutes. This plan could be part of the EU grid project, or it could be a stand-alone LHCb plan.

We summarise below the first activities and the short term goals.

LHCb GRID working group and the short term goals

A LCHb GRID working group has started, initially consisting of CERN, RAL, Liverpool and Oxford. A first meeting will be held at RAL on june 14th. The purpose of this meeting is to establish some goals that are realistically achievable on the short term:

1. Globus should be installed and tested at CERN, RAL and Liverpool. (alreadydone at RAL and CERN)
2. Members of the GRID working group will be given access to their respective testbeds. Members will cross check that they can run jobs on each others machines.         (by end June?)
3. We will ensure that SICBMC can be run at CERN, RAL and Liverpool. (SICBDST requires input tapes - we propose to wait until later to run that). It could be that the presence of AFS will be a requirement, to guarantee that we all run the same executable.

4. We will verify that the data produced by SICBMC can be shipped back to CERN and written onto tape. Between CERN and RAL this can be done using the "TAPE" command - perhaps a modified version can be used for Liverpool.

5. Some benchmarking tests of sustained data transfer rates between the three sites will be performed.

This mini project should be completed by the end of september. We should report the results of this at the LHCb week in Milano, and at that time open the membership of the working group to other interested institutes.

Integration of the GRID with PCSF, LSF and MAP

1. Members of WG will attend GLOBUS workshop at RAL June 21-22

            Issues to study include: 

· How to use the RSL scripting language to submit jobs to already installed job scheduling systems such as LSF and the one in use at the MAP. 

· How to send parameters to a job (sicb.dat file).

· How to recover the log file of a job and put it on a webserver. 

· How to call java from the script that calls the sicb executable.

2. Eric’s  Java tools to manage the jobsubmission, tape management and bookkeeping database updating should be extended to use the GRID testbeds.                                                     Timescale: October.

3. As far as we know, there is no Windows NT version of the Globus software. As the RAL farm will be converted from NT to Linux before the end of the year, the CERN PCSF is dual boot and it can be switched over to Linux any time we want, and MAP is already running Linux, we suggest that we decide to use Linux globally as the LHCb GRID operating system. We need also to persuade IT division that they should install Globus on PCSF.                                                    Time : November. 

4. We need to decide whether we need a jobscheduling system (LSF) - probably this choice will be imposed on LHCb by IT/RAL (to enable other experiments to share the same facility), but we should participate in any decision. Perhaps this could be discussed at the EU Grid meeting in Lyon on june 30th.

5. To test the system, we should aim for   a production run using the GRID             Time: December.

Extension to other institutes

It seems that the architecture of the LHCb GRID may become:

1. Intel PCs running Linux.

2. AFS to guarantee that we are using the same executable.

3. LSF for managing job scheduling.

4. Globus software for managing the GRID.

5. Java tools for connecting our own production and bookkeeping requirements to the GRID.

Clearly the precise form of this architecture will depend on the results of the tests (and discussions) that will take place later this year. Provided that this architecture is present, it should be easy for other institutes to join the GRID. The objective of the GRID working group next year should be to encourage maximum participation of outside institutes and to help them with the installation of the software that is part of the architecture.

We  have informed our colleagues in LHCb/Italy, France,Netherlands of this initiative, and we aim to organise  a broader LHCb GRID meeting in July  ( we probably meet with our colleagues anyway at the EU GRID Testbed meeting in Lyon on June 30)

Manpower and current activities in  LHCb countries

CERN

Currently only EVH working on this , in liaison with IT (Ben Segal group). GLOBUS is installed at CERN, and there is IT effort in most of EU WGs.

UK

      RAL      Glenn Patrick is  main LHCb contact (70% of his time on LHCb, but will                              also do RICH related work). Has started working with SICB, and is active on  RAL GRID WGs.  Chris Brew and Andrew Sansum provide GRID related support to all LHC experiments.

    Oxford     F Harris currently coordinating GRID activities for LHCb(EU and  UK).

 Also Ian McArthur is looking at GRID services from GLOBUS as applied to CDF (but this is relevant to us as well).e.g. Mapping data management tools from CDF to GLOBUS, multi-streaming FTP services from GLOBUS. IM and FH will liaise closely on these developments.

Liverpool    In addition to current MAP people (Themis, M McCubbin,A Morton)  a new Post Doc is starting in a couple of weeks who will spend a major part of his time on developments for the Liverpool facility. They are currently installing Globus tools.

ITALY

 A proposal has been submitted to INFN(work by U Marconi and D Gelli) to begin developing a regional centre from 2001 (to reach 10% level by 2003). This will act as a production centre for MC. It will also act as general system test bed for GRID developments.

Discussions are going on now regarding the manpower to support this.

FRANCE

Awaiting more information (perhaps available after June 30 Lyon meeting).

NETHERLANDS

Awaiting more information (perhaps available after June 30 Lyon meeting).
