Use of grid software and use of grid test-bed in LHCb/Eric

Eric presented the plans for the short to middle term deployment of GRID software within LHCb. A working group was formed with members from all major contributing states. After a first meeting at RAL in June they decided on a primary work plan until the collaboration meeting in September:

· Installation of the GLOBUS software at CERN, RAL and Liverpool.

· Grant each other access to the sites. Access grants currently have to be requested to the Argonne National Lab.

· Run SICBMC production using the GLOBUS software on all three sites.

· Verify that shipping data back to CERN is possible.

· Measure sustained data transfer rates between the three sites.

During the next software week the collaboration will be informed about these activities. A short status report will be given in Milano and the further work plan targeting the next twelve months will be presented.

Eric then explained future plans to extend the use of the GLOBUS software for the main production activities within LHCb. In particular the current WEB interface to submit jobs to the NT production farm should be replaced by submitting GLOBUS jobs. He explained that for this purpose it would be very helpful, if software based on GLOBUS would be based on a common architecture. This implicitly means that the production of MC events using the NT facilities would be abandoned and production would only happen on Linux. According to Tony Cass LHCb currently is the only user of the NT production facility at CERN. Also RAL is going to this direction and will transform the  NT production facility into a Linux facility. Once the GRID architecture is known he suggested extending it to the other institutes.

At this point a lengthy discussion started whether NT should really be abandoned:

· On one hand Eric would have a much easier life supporting only Linux.

· On the other hand existing NT knowledge was though to disappear.

· In the past it was found useful to support a second, complementary platform because some software problems only show up on one platform and not on the other.

The discussion ended with a summary of the other experiments’ plans:

· CMS has similar plans. However, their plans are more ambitious and sophisticated.

· Atlas will only start in 2002 dealing with GRID aspects.

· ALICE is interested, but does not show up in common meetings.

Eric finished mentioning that the GLOBUS software looks very mature and that there is a chance that it will not stay open source, but maybe swallowed by a commercial company.

Event generators / Paolo

Paolo started giving a short overview of existing Monte-Carlo generators. The currently used generators are all implemented in FORTRAN using a common FORTRAN interface called STDHEP. The generators LHCb uses are 

· Pythia 6.1

· QQ 9.2

These are supposed to be replaced by

· Pythia 7.0, an implementation of the Pythia physics processes using C++. Pythia 7.0 is supposed to become the future standard for all LHC experiments.

· STDHEP++, an interface similar to STDHEP, but for the C++ world.

· HepMC, which is a set of event record classes, which can be used as a common interface to other upcoming Monte-Carlo generators. This interface is a competitor of STDHEP++ as a common denominator.

Paolo made clear, that Pythia 7.0 currently is a prototype version and probably will not be able to produce the required physics for a couple of years. For this reason, it is necessary to support the FORTRAN generators for quite some time. The QQ generator is unlikely to be ever ported to C++. Hence, both, the FORTRAN and the C++ generators are of interest and the implementation of a C++ interface to the FORTRAN generators should be considered. Current FORTRAN generators interface to STDHEP. STDHEP would hereby offer an interface that allows to plug-in any STDHEP conformant generator.

The GEANT 4 collaboration currently is discussing the support of one of either the STDHEP++ interface or directly Pythia 7.0. GEANT 4 explicitly has banned any FORTRAN code and will not support any FORTRAN interface like STDHEP. This triggered a discussion about the physics deficit of GEANT 4 like the lack of support of particle regeneration in material or the lack to propagate the proper particle decay time.


Detector geometry / Gonzalo

Gonzalo presented his ideas how to migrate from the current detector description using SICB’s CDF files to the GAUDI detector description using XML. He presented the base line option agreed in the last software week. This resulted in several discussion items:

· Writing native XML files is painful. A decent editor is absolutely mandatory.

· Vanya stated that is very hard to debug the detector geometry without the ability to display. Said this, the question arose which input to actually visualize: The raw XML input (for which ATLAS may have a tool), the GAUDI geometry, or the GEANT 4 geometry. It was agreed that the display of the GAUDI geometry is the most important one because this representation is actually used in the simulation and reconstruction program. Further on, a display based on the GAUDI geometry possibly can be reused for an event display, which is though to be very useful when debugging reconstruction algorithms. The tracker group has already adopted a display using ROOT. However, they are not really happy with it.

· The tracking group needs the geometry of all tracking detectors (Velo, Trackers, Rich). However, it is not always clear how to motivate these groups implementing the geometry – particularly in the presence of the above missing editor and display. A possible solution would be to guide these sub-detectors ie. “Baby-sitting”.

· The part of the detector geometry describing the “common” parts like the beam pipe, the magnet and other infrastructure will have to be done by the computing group. However, there is currently no manpower assigned to this task.

Gonzalo finished with presenting a list of possible tasks representing existing problems:

· Checking the detector geometry for consistency using the tracking of “stiff” tracks.

· The co-existence of the detector geometry using CDF files and XML files must be managed in a way both databases deliver consistent results. As an additional constraint the independent evolution of both databases must be taken into account. There are several ways to check the consistency:

· Check the consistency of the two geometry representations by applying a diff to the ASCII printout of both geometry representations. This step must be done by hand whenever either CDF or XML files change.

· Using automatic tools: Looks very attractive, but it is difficult to perform an automatic verification in case the geometry get re-organized. It is also not straight forward how to implement such an automatic tool.

GiGa and  GiGa evolution / Vanya


Vanya presented his ideas of encapsulating GEANT4 using the GAUDI framework. 

He has implemented GEANT4 as a service (GiGa-service) to GAUDI with additional communication between GEANT4 and the GAUDI framework on event initialization, event processing and event termination. During these additional steps the service passes the event input to GEANT 4, executes the event simulation and finally delivers the results (GEANT4 track trajectories and GEANT4 charge/energy deposits) to the user. His aim is to isolate GEANT4 from GAUDI and hence shield the user from GEANT4 internals. His workflow has several steps, where the most important ones are:

· Isolate the physics generators and retrieve the event input from the transient data store

· Extract the geometry from the transient detector store and customize GEANT4 supplying the appropriate detector description.

· Convert the GEANT4 specific hits and track trajectories into GAUDI objects.

This model works in several steps, which can be implemented one after the other. Both, the event input to GEANT4 and the event output will be translated in an automatic way by a set of converters. He intends to implement also the geometry using the converter mechanism. These converters will be invoked by the GAUDI data conversion mechanism based on the known interplay between algorithms, the data services, and converters. The converters internally will invoke the GiGa service, which itself actually handles the connection to GEANT4.

At the end even the GiGa service will be internal to the converters responsible for the input/output data conversion between GEANT4 objects and GAUDI objects.

However, there are a few question marks:

· GEANT4 has several deficiencies (see summary of Paolo). He mentioned that although these points must be solved, the time scale is loose. The development of the simulation program is not affected. However, when simulating real physics conditions this would have an impact on the results derived from the simulated data.

· It is unclear whether the stepper functionality can be implemented in a real generic way. The granularity of the steps has significant influence on the CPU consumption. Vanya already identified that the step granularity must be parameterized by the strength of the magnetic field. This area need further investigation.

· It is probably necessary to customize the track trajectories according to the region of the detector.

· It is absolutely vital for debugging the simulation program to allow for interactive usage of GAUDI. GAUDI, currently a batch oriented program, does not support a big deal of interactivity.

After having presented the basic future steps, Vanya was asked to present a complete workplan for this project. Special emphasis should be put on the points which were unclear.
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