Appendix A. Test-Beam Activities (Clara/Sascha/Richard B.)

The activities described here cover LHCb testbeam operation in 2001 using for most of the sub-detectors a new data acquisition system. In order to improve the user interface on the run control side, the user interfaces of CASCADE [27] have been replaced by a CASCADE stage’s
 control system based on the new CERN standard PVSS
.

A.1 The LHCb Testbeam Computing Setup

In 2001 in total four testbeam areas have been used by LHCb, spread over two experimental halls on CERN’s Meyrin site. The central computing infrastructure is set up in EHW1 in a barrack assigned to the main testbeam area. This central infrastructure consists of

· a disk server running Linux and providing disk space, BOOTP, and TFTP services for the front-end processors,

· a central run control PC running Linux and the PVSS system for all testbeam activities,

· a solid “private” LAN, connecting all processors, terminals, and servers, within this specific area, and

· several terminals (Windows 2000, Windows NT, HPUX, and Linux) as well as

· several front-end processors, especially RIOs, VME boards with embedded PowerPCs.

A.2 PVSS Control for CASCADE Stages

During the shutdown 2000/2001 the change from a completely CASCADE-based system to a PVSS run control has been performed.
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Figure 1 Changes to the Run Control System during the Shutdown 2000/2001.

The main reasons for the upgrade were to provide a more flexible system and better support to the users, the use of CERN supported hardware (PCs), and to gain experience with the new SCADA
 system PVSS used by all LHC experiments. Another reason was to use the testbeam environment as a realistic area for establishing a first prove of concept for our integrated approach to controls, which is one of the corner pieces of the LHCb online system.
This change of software was done in two steps. Firstly, the functionality provided by CASCADE was implemented and comprehensive panels for the users designed. This system is used for the present testbeam activities. In a second approach, the run control and several other devices, e.g. the control of a moveable platform for the calorimeters and a display of accelerator data, have been included inside a hierarchical structure.

First Step

The main step was the change of the receiving end of the communication between front-end and supervisor. As illustrated in Figure 49, the front-end software together with its communication package has not been changed. However, the software formerly running on HPs has been entirely replaced by PVSS and a communications package implemented as a PVSS API. Apart from that, all users now run using a central SCADA system in contrast to the different run controllers and disk recorders of the CASCADE approach.

This step brought to the testbeam users the change from a mostly command line driven system to comprehensive panels. All user functions can now be controlled from a single main panel (see Figure 50) that allows getting an overview of the complete system. The state of the connected processes – the CASCADE stages – is shown in a common colour coding, all possible actions are implemented as buttons. For configuration, several sub-menus are available to replace the long cryptic command lines.

Experience of one year of testbeam data taking, during which the user interface has somewhat evolved, shows that the users are happy with this type of control system. Especially new untrained users tend to understand much faster, when comprehensive user guidance is available.
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Figure 2 Main run control panel of the CASCADE stage's control.

Second Step

After having gained experience with the basic PVSS functionality and incorporating users comments, a second step towards the use of LHCb ECS tools was taken. Here, PVSS was of course left as the SCADA software, but the organisation of data inside PVSS has been changed to a hierarchical system, the LHCb framework. This resulted also in a change of the user interface – see Figure 51 for the new main panel. On the other hand, several new components have been included into the same user interface.
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Figure 3 Main system panel of the hierarchical approach.
One of these components, the contact to the beam related data from the PS, had already been accessible in the prior version, but now the beamlines of the PS are fully integrated as devices of the testbeam controls (see Figure 52). Another new device is the motor steering of a platform used by the calorimeter testbeam to scan complete modules without the need of personnel accessing the beamline to relocate these modules (see Figure 53). Combining this functionality with the readout control makes a completely automated scan of calorimeter modules possible.
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Figure 4 Integration of accelerator data into the experiment control.
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Figure 5 Panels for Controlling the Calorimeter Platform

Central Data Recording

The recording of testbeam data has been centralized for all users. All runs taken with the new system are automatically copied to CASTOR into an area of the LHCb storage space. This area additionally was set up to automatically create two copies of each file on separate tapes. Furthermore, all runs are entered into a run database for easy retrieval.

Accounting for the fact that not all testbeam set-ups are realized with the supported system, a commandline-interface is provided to enter files into the testbeam storage space and the run database.
User Information and Interactive System Support

Apart from the above described user interfaces to the control system, a web-based user information system with some tools has been set up [28]. These pages allow access to all log files produced by online software on the central testbeam machines, the run database, log files of beam related data from the accelerators, all parameters needed to set up a sub-detector testbeam, and the documentation of selected issues.
In addition to these presentation tools for testbeam-related information, several support procedures have been made available interactively via this website. These features include restarting services on the testbeam serves (e. g. NFS and BOOTP), automatic changes in the networking database in case of location changes of testbeam equipment directly from the IT/CS network database, and automatic backup and restore procedures together with file search capabilities.

Experience in 2001

The new controls software together with the web-based access and network configuration has been welcomed by all users. Especially the fact that a complete documentation is available online [28] and as a printable document [29] was a novelty in testbeam operations. The comprehensive user interface (see above) has been in production the full year and used by all shifters in the testbeam. The system is now stable, both, the user interface part and the underlying software. For the moment, only the calorimeter group used the second approach because they needed the platform control, but it will be put into production next year.








































































































































































































































� In the CASCADE definition, a “stage” is a process running on a front-end processor. There exist e. g. stages for controlling the DAQ front-end, disk recording, and message processing.


� ProzeßVisualisierungs- und SteuerungsSystem developed by ETM


� Supervisory Controls And Data Acquisition
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