1 System Design

This chapter will outline the design of the LHCb online system. Starting from an architectural design we will describe all the individual components in detail. The design is of course subject to certain constraints and limitations.

1.1 Design Principles and Constraints

The basic design principle of the online system is simplicity, within the boundary condition that clearly the requirements must be fulfilled. The reason for this is that given the expected scale of the system in number of modules and links, only by simple functionalities of the individual components and simple protocols between them can a reliable operation of the system be expected. Within budgetary possibilities, we also accept slightly higher costs for certain components of the system (e.g. the event-building network), to follow this design principle.

Another design goal we follow strictly is the separation of the control and data paths. From experience at the LEP experiments, this separation is extremely important for a reliable operation and efficient diagnostics in case of failures. Again, this principle can lead to slightly higher cost, but this will be compensated by higher reliability and robustness of the system.

We also adhere to the largest extent possible to the goal of avoiding shared buses across boundaries of modules. All links between modules are to be point-to-point links. While this is necessary for performance reasons at the downstream levels of the dataflow system, for homogeneity reasons we adhere to this also in the upstream regions. Again, we believe, this will increase the diagnostics capabilities and hence the overall efficiency of the system.

Homogeneity is another design goal we follow. We will try to re-use modules and functionalities wherever we can, specifically for maintenance and operations reasons, but not least also for cost reasons, since we can increase the number of a type of module and hence decrease the cost.

1.2 Architecture and Protocols (Beat)

The overall architecture of the LHCb online system, or more specifically the dataflow system, is depicted in Figure 2.

The main components of the system are

· The Timing and Fast Controls system to distribute the clock, the decisions of the Level-0 and Level-1 trigger system and any other synchronous commands to the Front-End Electronics

· A data-flow sub-system that collects the data from the front-end electronics and transfers them to a CPU farm for execution of the software trigger algorithms. The data-flow system itself is composed of the following elements

· A multiplexing stage which reduces the number of links from the front-end electronics into the event-building network aggregating the data

· A ‘Readout Unit’ layer acting as multiplexer and gateway between the front-end links and the readout network

· The Readout Network

· And a layer of sub-farm controllers for performing the final event-building and acting as an interface and insulation layer between the Readout Network and the individual CPUs of the farm

· A CPU farm, providing the hardware infrastructure for the high-level filter algorithms and the reconstruction of the accepted events

· Temporary storage for physics data and general computing infrastructure for the online system

· All components are governed by the Control and Monitoring sub-system, which is part of the overall Experiment Control System.

[image: image1.emf]Read-out Network (RN)

RU RU RU

4-10 GB/s

4-10 GB/s

50 MB/s

Variable latency

L2 ~10 ms

L3 ~200 ms

Control 

& 

Monitoring

LAN

Read-out units (RU)

Timing

&

Fast

Control

Level-0

Front-End Electronics

Level-1

VELO    TRACK   ECAL     HCAL   MUON    RICH

LHCbDetector

L0

L1

Level 0

Trigger

Level 1

Trigger

40 MHz

1.1 MHz

40-100 kHz

Fixed latency 

4.0 



s

Variable latency 

<2 ms

Data

rates

40 TB/s

1.1 TB/s

1.1 MHz

Front End Links

Trigger Level 2 & 3

Event Filter

SFC SFC

CPU

CPU

CPU

CPU

Sub-Farm Controllers (SFC)

Storage

Throttle

Front

-

End Multiplexers(FEM)

Read-out Network (RN)

RU RU RU

4-10 GB/s

4-10 GB/s

50 MB/s

Variable latency

L2 ~10 ms

L3 ~200 ms

Control 

& 

Monitoring

LAN

Read-out units (RU)

Timing

&

Fast

Control

Level-0

Front-End Electronics

Level-1

VELO    TRACK   ECAL     HCAL   MUON    RICH

LHCbDetector

L0

L1

Level 0

Trigger

Level 1

Trigger

40 MHz

1.1 MHz

40-100 kHz

Fixed latency 

4.0 



s

Variable latency 

<2 ms

Data

rates

40 TB/s

1.1 TB/s

1.1 MHz

Front End Links

Trigger Level 2 & 3

Event Filter

SFC SFC

CPU

CPU

CPU

CPU

Sub-Farm Controllers (SFC)

Storage

Throttle

Front

-

End Multiplexers(FEM)


Figure 1 Overall architecture of the LHCb online system. All rates mentioned are expected maximum averages.

In the following sections, we will describe the design of the individual components in more detail.

1.3 Timing and Fast Controls (Richard J.)

The Timing and Fast Control (TFC) [1] system controls the synchronous part of the LHCb event readout. The system distributes information that has to arrive synchronously at various places in the experiment, prevents buffer overflows in the entire readout chain, provides means of different types of auto-triggering, supports readout partitioning, and provides statistics on the performance of the synchronous readout. Examples of synchronous information are:

· LHC clock,

· L0 and L1 trigger decisions,

· commands resetting counters,

· commands resetting the Front-End electronics,

· commands activating calibration pulses.

The TFC architecture is shown in Figure 3. The TFC master is the Readout Supervisor (“Odin”) [2]. It receives the LHC bunch clock and the orbit signal from the LHC machine interface (TTCmi) [3], and the L0 and the L1 triggers from the trigger decision units. The system architecture incorporates a pool of Readout Supervisors, one of which is used for normal data taking. The other Readout Supervisors are reserves and can be invoked for tests, calibrations and debugging. The reserve Readout Supervisors also allow connecting local trigger units.

The TFC Switch [4] is a programmable patch panel that allows distributing the synchronous information to different parts of the Front-End electronics. The distribution network is based on the RD12 Trigger, Timing, and Control (TTC) system [3] and utilises the TTCtx for the electrical-to-optical conversion. The Throttle Switches [4] feed back trigger throttle signals to the appropriate Readout Supervisors from the L1 trigger system, the L1 de-randomisers and components in the data-driven part of the DAQ system in case of imminent buffer overflows. The Throttle Ors [4] form a logical OR of the throttle signals from sets of Front-End electronics and readout components further down the readout chain.

A GPS system allows time stamping the experiment status information sampled in the Readout Supervisor.

The TFC system is configured and controlled by the ECS via the Credit-Card PCs located on the Readout Supervisors and the Switches.

1.3.1 Use of the TTC system

The functionality of the TTC system has been found to suite well the LHCb application. The LHC clock is transmitted to all destinations using the TTC system and Channel A is used as it was intended, i.e. to transmit the LHCb L0 trigger decisions to the FE electronics in the form of a accept/reject signal at 40 MHz.

Channel B supports several functions:

· Transmission of the Bunch Counter and the Event Counter Reset (BCR/ECR).

· Transmission of the L1 trigger decision (~1.1 MHz)
.

· Transmission of Front-End control commands, e.g. electronics resets, calibration pulse triggering etc.

Table 1 Encoding of the Channel B broadcasts. “R” stands for reserve bit.

	
	7
	6
	5
	4
	3
	2
	1
	0

	L1 Trigger
	1
	Trigger type
	EventID 
	0
	0

	Reset
	0
	1
	R
	L1 EvID
	L1 FE
	L0 FE
	ECR
	BCR

	Calibration
	0
	0
	0
	1
	Pulse type
	0
	0

	Command
	0
	0
	R
	R
	R
	R
	R
	R
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Figure 2 Overview of the TFC system architecture.

The information is transmitted in the form of the short broadcast format, i.e. 16 bits out of which two bits are dedicated to the BCR/ECR and six bits are user defined. In principle, the TTC bandwidth would allow a maximum broadcast rate of ~2.5 MHz. The eight bits are encoded according to Table 3. A priority scheme determines the order in which the different broadcasts are transmitted in case of conflicts.

1.3.2 The Readout Supervisors

The Readout Supervisor has been designed with emphasis on versatility in order to support many different types of running mode, and modifiability for functions to be added and changed easily. Below is a summary of the most important functions (Figure 4). A complete description can be found in Reference [2].

The TTC encoder circuit incorporated in each Readout Supervisor receives directly the LHC clock and the orbit signal electrically from the TTC machine interface (TTCmi).

The Readout Supervisor receives the L0 trigger decision from the central L0 trigger Decision Unit (L0DU), or from an optional local trigger unit, together with the Bunch Crossing ID. In order to adjust the global latency of the entire L0 trigger path to a total of 160 cycles, the Readout Supervisor has a pipeline of programmable length at the input of the L0 trigger. Provided no other changes are made to the system, the depth of the pipeline is set once and for all during the commissioning with the first timing alignment. The Bunch Crossing ID received from the L0DU is compared to the expected value from an internal counter in order to verify that the L0DU is synchronised. For each L0 trigger accept, the source of the trigger (3-bit encoded) together with a 2-bit Bunch Crossing ID, a 12-bit L0 Event ID (number of L0 triggers accepted), and a “force bit” are stored in a FIFO. The force bit indicates if the trigger has been forced and that consequently the L1 trigger decision should be made positive, irrespective of the decision of the central L1 trigger Decision Unit (L1DU). The information in the FIFO is read out at the arrival of the corresponding L1 trigger decisions from the L1DU.

The RS receives the L1 trigger decision together with a 2-bit Bunch Crossing ID and a 12-bit L0 Event ID. The two incoming IDs are compared with the IDs stored in the FIFO in order to verify that the L1DU is synchronised. If the force bit is set the decision is converted to positive. The 3-bit trigger type and two bits of the L0 Event ID are subsequently transmitted as a short broadcast according to the format in Table 3. In order to space the L1 trigger decision broadcasts a L1 de-randomiser buffer has been introduced.

The Readout Supervisor controls the trigger rates according to the status of the buffers in the system in order to prevent overflows. Due to the distance and the high trigger rate, the L0 de-randomiser buffer occupancy cannot be controlled in a direct way. However, as the buffer activity is deterministic, the RS has a finite state machine to emulate the occupancy. This is also the case for the L1 buffer. In case an overflow is imminent the RS throttles the trigger, which in reality is achieved by converting trigger accepts into rejects. The slower buffers and the event-building components feed back throttle signals via hardware to the RS. Data congestion at the level of the L2/L3 farm is signalled via the Experiment Control System (ECS) to the onboard ECS interface, which can also throttle the triggers. “Stopping data taking” via the ECS is carried out in the same way. For monitoring and debugging, the RS has history buffers that log all changes on the throttle lines.

The RS also provides several means for auto-triggering. It incorporates two independent uniform pseudo-random generators to generate L0 and L1 triggers according to a Poisson distribution. The RS also has a unit running several finite state machines synchronised to the orbit signal for periodic triggering, periodic triggering of a given number of consecutive bunch crossings (timing alignment), triggering at a programmable time after sending a command to fire a calibration pulse, triggering at a given time on command via the ECS interface etc. The source of the trigger is encoded in the 3-bit L1 trigger qualifier.

The RS also has the task of transmitting various reset commands. For this purpose the RS has a unit running several finite state machine, also synchronised to the orbit signal, for transmitting Bunch Counter Resets, Event Counter Resets, L0 FE electronics reset, L1 + L0 electronics reset, L1 Event ID resets etc. The RS can be programmed to send the commands regularly or solely on-command via the ECS interface. The Bunch Counter and the Event Counter Reset have highest priority. Any conflicting broadcast is postponed until the first broadcast is ready (L1 trigger broadcast) or until the next LHC orbit (reset, calibration pulse, and all miscellaneous commands).

The RS keeps a large set of counters that record its performance and the performance of the experiment (dead-time etc.). In order to get a consistent picture of the status of the system, all counters are samples simultaneously in temporary buffers waiting to be read out via the onboard ECS interface.
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Figure 3 Simplified logical diagram of the Readout Supervisor showing the basic functions.

The RS also incorporates a series of buffers analogous to a normal Front-End chain to record local event information and provides the DAQ system with the data on an event-by-event basis. The “RS data block” contains the “true” bunch crossing ID and the Event Number, and is merged with the other event data fragments during the event building.

The RS is programmed, configured, controlled, and monitored via the ECS interface. Note that in order to change the trigger and control mode of the RS for testing, calibrating and debugging it is not necessary to reprogram any of the FPGAs. All functionality is set up and activated via parameters that can be written at any time.
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Figure 4 The TFC architecture simplified to show an example of partitioning.

1.3.3 The TFC Switch and Readout Partitioning

A good partitioning scheme is essential in order to carry out efficient commissioning, testing, debugging, and calibrations. The LHCb TFC partitioning[6] is shown by an example in Figure 5, in which the TFC architecture in Figure 3 has been simplified. The TFC Switch[4] allows setting up a partition by associating a number of partition elements (e.g. sub-detectors) to a specific Readout Supervisor (Figure 6). The Readout Supervisor can then be configured to control and trigger the partition in whatever specific mode that is required. In the example in Figure 5, the partition elements 2 – 5 are running with the central RS, which is interfaced to the central triggers. Partition element 1 is simultaneously running a stand-alone run with a separate RS. The three other Readout Supervisors are idle and can be reserved at any time for other partitions. Note that the TFC Switch is located before the TTC optical transmitters (TTCtx) and that it is handling the encoded TTC signals electrically.

The configuring of the TFC Switch is done via the standard LHCb ECS interface incorporated onboard: the Credit Card PC.
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Figure 5 The principle of the TFC Switch.

From the architecture of the system it follows that the FE electronics that is fed by the same TTCtx is receiving the same timing, trigger, and control information. Hence the TTCtx’s define the partition elements. The TFC Switch has been designed as a 16x16 switch and thus allows the LHCb detector to be divided into 16 partition elements. To increase the partition granularity an option exists whereby four TFC Switches are deployed in order to divide the LHCb detector into 32 partitions.
1.3.4 The Throttle Switches and the Throttle ORs

The function of the Throttle Switches [4] is to feed back the throttle information to the appropriate Readout Supervisor, such that only the Readout Supervisor in control of a partition is throttled by the components within that partition. Figure 7 shows an example of how they are associated. The logical operation of the Throttle Switch is to perform a logical OR of the inputs from the components belonging to the same partition. The system incorporates two Throttle Switches, a L0 and a L1 Throttle Switch. The sources of L0 throttles are essentially the components that feed the L1 trigger system. The sources of L1 throttles are the L1 de-randomisers and the event building components.
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Figure 6 The principle of the Throttle Switches.

For monitoring and debugging, the Throttle Switches keep a log of the history of the throttles. Transitions on any of the throttle lines trigger the state of all throttle lines together with a time-stamp to be stored in a FIFO.

The configuring and the monitoring of the Throttle Switches are done via the standard LHCb ECS interface.

The Throttle ORs group throttle lines belonging to the same partition elements. They are identical to the Throttle Switches in all aspects except that they OR all inputs and have only one output.

1.4 Dataflow System (Beat)

As mentioned in section 3.2 the data-flow system is composed of four distinct components.

1.4.1 Front-End Multiplexer Layer

The purpose of the Front-End Multiplexer (FEM) is to aggregate the data fragments originating from many Level-1 Electronics boards and which have very low data rates into bigger fragments with the final aim of reducing the number of links into the readout network and/or making better use of the single link bandwidth. The aggregation is done by combining the data belonging to the same event-number and arriving on the different input links, after having removed the transport headers and trailers. The resulting data are framed again with transport information and sent out on the output link to the next higher stage in the readout. Figure 8 shows graphically the event-building process in the FEM modules. The data fragments of n input streams (in Figure 8 n is equal to 4) are merged according to event number to one output stream, while the original transport information contained in the headers is removed and substituted by a single new transport header.
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Figure 7 Pictorial view of the data aggregation or event-building process

1.4.2 Readout Unit Layer

The functionality of the readout units (RU) is in the first instance the same as that for the FEMs (Multiplexing/Data Merging, see Figure 8). In addition the RUs are connected to the readout network. The readout network can, for certain technologies, suspend the sending of data to it, and hence block the RUs. This can lead to congestion in the RUs, which in turn entails significant buffering requirements for the RUs.

Another functionality of the RUs is related to network technology choices. If the technology of the links to the RUs is different from the technology of the readout network, the RUs must perform the necessary ‘protocol translation’ between the two technologies. In the terms of network language they act as a gateway between the two technologies.

A third feature required of the RUs has to do with the event-building process. Unlike the FEMs the RUs can send their data to more than one destination through the Readout Network. The fragments of a given event-number, however, should arrive at only one destination. Hence the RUs have to support the destination assignment mechanism foreseen (see 3.4.5).

1.4.3 Readout Network Layer

There are two main functional requirements imposed on the Readout Network (RN):

· Provide the connectivity between the RUs and the Sub-Farm Controllers, such that each RU can communicate to any Sub-Farm Controller

· Provide the necessary bandwidth, such that all data arriving in the RUs can be sent to the Sub-Farm Controllers with only minimal packet loss. The required sustained bandwidth is ~4 GB/s for the assumed design parameters. It will be shown in susequent chapters that this requirement does not pose particular problems.

1.4.4 Sub-Farm Controller Layer

The Sub-Farm Controllers (SFC) fulfils three functionalities. Firstly they perform the final event building, i.e. the concatenation of the event-fragments originating from the RUs to form a complete event. Secondly, they are supposed to isolate the readout network and its technology from the network technology within the sub-farm. Again, this is a gateway –like function, as for the RUs, in network terms. Finally, the SFCs are supposed to exercise a load balancing function among the CPUs connected to each sub-farm. As can be seen from section [FIXME] an event can spend a very long time in a CPU if it is accepted by the trigger algorithms and has to be reconstructed. A simple minded round-robin scheduling would lead to high buffer occupancies in the SFC and uneven load in the sub-farm nodes.

The SFCs are also responsible for collecting the finally accepted and reconstructed data from the CPUs connected to them and to send these data to the storage controller also connected to the Readout Network (see Figure 2).

1.4.5 Data-Flow Protocol and Traffic Control

The protocol applied for transferring the data from one stage to the next is a push protocol, which means that any module or stage that has data available for transfer will push them to the next higher stage immediately, under the condition that the output port is able to execute the transfer. There is no synchronisation or communication neither between components of the same level or between components of different levels
. This protocol assumes that there is always enough buffer space available in the destination module to receive the data.

Should buffer space get scarce traffic control has to be exercised. This is done through a throttle signal to the TFC system, specifically to the Readout Supervisor, which will inhibit the sending of new data from the Level-1 Electronics, by issuing Level-1 “No” decisions until the throttle signal is de-asserted.

While the protocol from the Level‑1 electronics to the RUs is simple, since there are only point-to-point connections between the sources of the data and the destinations, the protocol through the readout network needs a bit more attention. Since scalability is one of the design goals of the system, and hence a central event manager that would assign a destination to a given event is excluded, we decided to use a static destination assignment at the source. This means that each RU will assign a destination according to a fixed and uniform algorithm depending on the Level‑1 trigger number. For example, the simplest algorithm would be to assign event N to destination D(x) where x=N mod m and D is a table containing the addresses of the destinations within the partition
. With an algorithm like this, any ratio of CPU powers between different sub-farms can be expressed, provided the table can be made long enough. The destination assignment is, however, static, i.e. it does not take into account the current load of the individual sub-farm or even CPU. The whole principle bases on the fact that there will be many (~10-20) CPU per sub-farm and hence the fluctuations will be evened out. Also the fact that there is a lot of buffering expected to be installed in the SFCs and that the SFCs implement dynamic load balancing will ensure that no bottlenecks will crop up. In case the SFC’s buffers do get full, there is still the possibility to raise the throttle signal (through the ECS) to the Readout Supervisor.

The protocol between the SFCs and the storage controller is not yet completely defined. It could be either the same as that of the readout system (raw Ethernet) or, since the rate is expected to be very low (~3-4 Hz per SFC) it could also be a higher-level protocol, such as TCP/IP.

1.5 Event Filter Farm (Beat, Niko, Philippe G.)

The Event Filter Farm will be the place, where the higher level trigger algorithms will reduce the incoming event rate of 40 kHz to a final rate recorded to tape of 200 Hz. Those events, which are finally accepted, will be fully reconstructed. Although it is not strictly necessary to perform the reconstruction in the event filter farm, this has the advantage of considerably reducing the network load on individual farm nodes. This allows using cheap (practically zero-cost) 100Mbit interfaces. For each of these events the raw data (100 kB) as well as the reconstructed data (100 kB) must be stored. The other events are discarded, except for a few, which are recorded despite of the trigger decision for efficiency studies.

During data taking priority is given to the trigger algorithms, the reconstruction is running on the same nodes. When there is no data-taking for example during a shutdown, the full farm will be used for reprocessing the data.

From estimates of the performance of the higher level trigger algorithms and the reconstruction the numbers in Table 4 have been derived. They are justified in more detail in reference [30].

The infrastructure of the event filter farm comprises not only the CPUs executing these algorithms, but also the means to configure, control and monitor them.

The two design criteria for this farm are 1) scalability and 2) price-performance. Scalability is desirable for many reasons, in particular for easy upgrades. The farm is segmented in sub-farms, which are defined as one Sub-farm Controller (c.f. [[FIXME]]) with its associated CPU nodes. These nodes will be all equal in the beginning of the experiment and sub-sequent upgrades will preserve the same structure (i.e. mixture of nodes) in each sub-farm. The system is thus scalable “in depth“ by simply adding nodes to the sub-farms.

Price/Performance hints at getting the optimal nodes for our specific requirements. While possible realizations will be discussed in more detail in section [[FIXME]] and the scale in section [[FIXME]], a few points may be noted already here. A farm-node will mostly need CPU power and memory. It will most likely not require a harddisk, nor graphics or any multi-media devices. It will need two network interfaces so that the separation between data and control will be maintained. It will be advantageous to have remote console/hardware management access (which is subject to be integrated in the controls system, of course). Finally it should be economical in terms of power, floor space, cooling etc.

Table 2 Data volumes and CPU requirements for processing and storage of data in the event filter farm.

	Rate of events to storage
	200 Hz

	Total number of events per day
	~2x10^7

	Raw data size per event
	100 kB

	Reconstructed data size per event
	100 kB

	CPU Power for L2 processing
	10000 SI95

	CPU Power for L3 processing
	25000 SI95

	CPU Power for Reconstruction
	50000 SI95

	Total raw data per day
	2 TB

	Total reconstructed data per day
	2 TB


1.6 Experiment Control System (Clara)

LHCb will have a homogeneous control system. The Experiment Control System (ECS) will handle the configuration, monitoring and operation of all experimental equipment involved in the different activities of the experiment:

· Detector operations (DCS)
Gases, high voltages, low voltages, temperatures, etc.

· Data acquisition and trigger (DAQ)
Front end electronics, readout network, Event filter farm, etc.

· Experimental infrastructure
Magnet, cooling, ventilation, electricity distribution, etc.

· Interaction with the outside world
Accelerator, safety system, etc.
As Error! Reference source not found. shows, the ECS provides the sole and unique interface between the users and all experimental equipment.
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Figure 8 Scope of the Experiment Control System

1.6.1 ECS Architecture

The main task of the control system is to configure, monitor and control the detector’s hardware equipment. This task is mainly accomplished by sending commands and settings to the equipment and reading information back. The control system can take decisions on its own or let the user interact with the system by presenting him/her the information and accepting commands. All the information regarding the equipment (geographical location, access addresses, settings for different running modes, etc.) resides in a Configuration Database. This database is an integral part of the control system. Since the operation of the detector depends on external conditions the control system also needs to exchange information with external entities, like the accelerator, the CERN Technical Services, etc. A subset of the data gathered by the control system is needed for the offline analysis. This data is stored in the Conditions Database. Figure 10 shows the ECS context diagram.
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Figure 9 ECS Context Diagram

From the hardware point of view, the control system will consist of a small set of PCs (high-end servers) on the surface connected to large disk servers (containing databases, archives, etc.). These will supervise other PCs (hundreds) that will be installed in the counting rooms and provide the interface to the experimental equipment, as shown on Figure 11.
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Figure 10 ECS Hardware Architecture

From the software point of view, the mechanism adopted for modelling the structure of sub-detectors, sub-systems and hardware components is to use a hierarchical, tree like, structure. This hierarchy should allow a high degree of independence between components, for concurrent use during integration, test or calibration phases, but it should also allow integrated control, both automated and user-driven, during physics data-taking. This tree is composed of two types of nodes: “Device Units” which are capable of “driving” the equipment to which they correspond and "Control Units" witch can monitor and control the sub-tree bellow them, i.e., they model the behaviour and the interactions between components. Figure 12 shows the hierarchical architecture of the system.

[image: image11.png]To Devices (HW or SW)

Status & Alarms

Commands





Figure 11 ECS Generic Software Architecture

1.6.2 ECS Design Concepts and Guidelines

In order to allow the coherent integration of ECS sub-systems, a framework will be built centrally and distributed to sub-detector developers. The control framework will be based on the JCOP framework specifically tailored for LHCb. This framework will be composed of a set of guidelines, tools and components with the following aims:

· Simplify the task of integrating different components to build a control application.

· Ease the development of specific components.

Some of the components of this framework are/will be:

· Guidelines imposing rules necessary to build components that can be easily integrated (naming conventions, user interface look and feel, etc.)

· Drivers for different types of hardware (fieldbuses, PLCs, etc)

· Ready-made components for commonly used devices configurable for particular applications (high voltage power supplies, credit card PCs, etc.)

· Many other utilities (for example for data archiving and trending, alarm configuration and reporting, etc.)

The architectural design of the framework is an important issue. The framework has to be flexible and allow for the simple integration of components developed separately by different teams and it has to be performing and scalable to allow very large numbers of channels.

Some of the concepts that will help achieving these requirements are:

· Device oriented access to devices:

· Devices shall be described as instantiations of device types.

· Device data will be described and accessed as structured data and not as separate, single, items (as it is the case in tag-based systems). This mechanism is more flexible and allows better network performance.

· Hierarchical control and abstract modelling

· It should be possible to organize the control system as a hierarchy of sub-systems (containing devices and/or other sub-systems). This hierarchy could have several levels of abstraction.

· It should be possible to model the behaviour of each sub-system in a simple way. Finite State Machines (FSM) provide an intuitive and convenient mechanism to model the functionality and behaviour of a component.

· Distribution and decentralized decisions

· In order to cope with the scale of the system, the control tasks should be distributed over many machines in a transparent manner.

· Sub-systems should be able to work in stand-alone, and in general to take decisions on their own even when being controlled centrally to allow the scalability of the complete system.

1.7 Discussion

1.7.1 Dataflow System

The architecture of the dataflow system is inherently scalable, since there is no central point of control that acts on an event-by-event basis. Also the absence of lateral communication, e.g. between two RUs, ensures the scalability. The throughput of the system can be increased by extending it horizontally, i.e. adding more Front-End Multiplexers and more Readout Units upstream of the Readout Network, and adding more Sub-Farm Controllers at the output of the Readout Network. Of course, the Readout Network would have to grow accordingly.

More CPU power can be added to the CPU farm by adding CPUs to the individual Sub-Farms to any desired level.

1.7.2 Experiment Control System








































































































































































































































� The Level-1 decision rate of 1.1 MHz is a consequence of the specification to the Level-0 electronics that one event has to be read out within a maximum of 900 ns � REF _Ref528577058 \r �[5]�


� Some link technologies, such as Gigabit Ethernet, foresee a flow-control protocol between connected ports. This could be taken advantage of to ease certain aspects of the dataflow, but should not be a mandatory requirement in the data-flow upstream of the Readout Network.


� Note that the RUs only know about subfarms. The individual CPU is only accessed from a SFC.
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